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Blockchain-based voting system: a systematic literature review

A. Omar”, Zh. Kalpeyeva
Satbayev University, Almaty, Kazakhstan
*Corresponding author: abylay.omar@gmail.com

Abstract. Democratic elections are a cornerstone of modern society, enabling citizens to exercise their right to vote and
express their preferences for political leaders and policies. However, traditional voting systems have faced numerous challeng-
es in recent years, including allegations of fraud, hacking, and misinformation. To address these challenges, many countries
have started exploring new technologies that can help secure and modernize the voting process. One such technology is block-
chain, a decentralized and tamper-proof database that allows multiple parties to maintain a shared ledger without the need for a
central authority. By providing a transparent and immutable record of all transactions, blockchain technology has the potential
to revolutionize the way we conduct elections, making them more secure, transparent, and efficient. In this paper, we will ex-
plore the benefits and challenges of using blockchain technology in voting systems.

Keywords: blockchain, voting, e-voting, voting system, decentralized.

1. Introduction

Blockchain technology has emerged as a promising solu-
tion for secure and transparent voting systems. By providing
a decentralized and tamper-proof database, blockchain sys-
tems can help ensure the integrity of voting processes and
increase public trust in democratic institutions. In this paper,
we will explore the benefits and challenges of using block-
chain technology in voting systems, drawing on case studies
from around the world. We will also discuss some of the
criticisms and concerns that have been raised about block-
chain-based voting systems, and provide recommendations
for future research and implementation. The topic of using
blockchain technology in voting systems is important and
worth studying for several reasons:

1. Ensuring the integrity of democratic processes: Voting
is a fundamental component of democratic processes, and
any attempt to manipulate or influence the outcome of an
election can undermine the legitimacy of the democratic
system. Using blockchain technology in voting systems can
help ensure the integrity of the voting process by providing a
transparent, tamper-proof, and auditable record of all transac-
tions.

2. Increasing trust in the voting process: Trust is essential
for the functioning of democratic systems, and any perceived
lack of trust in the voting process can undermine public con-
fidence in the democratic system. By using blockchain tech-
nology, voting systems can provide a high degree of trans-
parency and security, increasing trust in the voting process.

3. Improving efficiency and reducing costs: Traditional
voting systems can be time-consuming and expensive to
administer, requiring significant resources and infrastructure.
By using blockchain technology, voting systems can be de-
signed to be more efficient and cost-effective, reducing the
burden on election officials and taxpayers.

4. Facilitating more inclusive and accessible voting: Tra-
ditional voting systems can present barriers to participation
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for certain groups, such as people with disabilities or those
living in remote areas. By using blockchain technology,
voting systems can be designed to be more inclusive and
accessible, allowing more people to participate in the demo-
cratic process.

5. Advancing the development and implementation of
blockchain technology: Blockchain technology is a rapidly
developing area with many potential applications, and the
study of blockchain-based voting systems can contribute to
the advancement of this technology by identifying challenges
and opportunities for further development and implementa-
tion. Overall, the study of blockchain-based voting systems
is important and worth pursuing because it has the potential
to improve the integrity, efficiency, accessibility, and inclu-
sivity of democratic processes, while also contributing to the
development and implementation of blockchain technology.

2. Background

Blockchain is a type of distributed ledger technology
(DLT) that allows multiple parties to maintain a shared data-
base without the need for a central authority. In a blockchain
system, each block in the chain contains a cryptographic hash
of the previous block, making it difficult to tamper with past
transactions. This makes blockchain technology well-suited
for applications where transparency, security, and immutabil-
ity are important.

One of the key features of blockchain technology is de-
centralization, which means that no single entity controls the
database. Instead, all parties in the network have a copy of
the database, and any changes to the database must be ap-
proved by consensus among the parties. This makes block-
chain systems resistant to tampering and hacking, as any
attempt to change the data in one copy of the database will be
rejected by the other copies.

Another important feature of blockchain technology is
transparency. In a blockchain system, all transactions are

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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recorded in a public ledger that can be accessed and verified
by anyone in the network. This makes it possible to trace the
history of any transaction and ensure that it has not been
tampered with. Additionally, some blockchain systems can
be designed to allow users to verify the integrity of their own
transactions, further increasing transparency and accountabil-
ity.

Blockchain technology has a wide range of applications,
including cryptocurrency, supply chain management, digital
identity, and voting systems, among others. By providing a
secure and transparent way to record and verify transactions,
blockchain technology has the potential to revolutionize
many industries and enable new forms of collaboration and
innovation.

2.1. Evolution of voting systems

The evolution of voting systems has been a continuous
process, adapting to societal changes and technological ad-
vancements. From paper-based ballots to electronic voting
machines, each iteration has aimed to streamline the voting
process and address inherent challenges. However, these
advancements have brought about their own set of concerns,
particularly related to the security and transparency of the
electoral process. Instances of hacking, manipulation, and
doubts surrounding the accuracy of results have underscored
the need for a more robust and secure voting infrastructure.

The origins of modern voting systems can be traced back
to ancient civilizations where rudimentary forms of voting,
often conducted in public forums, laid the groundwork for
democratic principles. However, it wasn't until the 17th and
18th centuries that structured voting methods began to
emerge.

1. Voice Voting and Paper Ballots

a. Early democratic practices involved voice voting,
where citizens verbally expressed their choices. This
method, while simple, lacked privacy and was susceptible to
external influences.

b. The introduction of paper ballots marked a significant
step forward. Voters could now cast their votes in writing,
providing a level of secrecy and reducing the potential for
coercion. This approach became widespread during the 19th
century.

2. Lever Machines and Mechanical Voting

a. The 19th and early 20th centuries witnessed the intro-
duction of lever machines and mechanical voting systems.
These innovations aimed to streamline the voting process
and eliminate errors associated with manual vote counting.

b. Lever machines, for instance, allowed voters to pull
levers corresponding to their chosen candidates, automatical-
ly recording and tallying the votes. While these systems
expedited the counting process, they posed challenges related
to maintenance and reliability.

3. Punch Card and Optical Scan Systems

a. The mid-20th century brought about the adoption of
punch card voting systems. Voters would use a punch tool to
indicate their choices on a card, which was then tabulated by
machines. This automated counting but was prone to inaccu-
racies and logistical issues, as highlighted by the infamous
"hanging chads" in the 2000 United States presidential elec-
tion.

b. Optical scan systems, introduced later, used technology
to read marked paper ballots, addressing some of the issues

associated with punch cards. These systems provided a more
accurate and efficient means of tabulating votes.

4. Electronic Voting Machines

a. The late 20th century saw the rise of electronic voting
machines, offering a departure from paper-based systems.
These machines allowed voters to cast their votes electroni-
cally, aiming to reduce errors and streamline the counting
process.

b. While electronic voting machines improved efficiency,
they raised concerns about security vulnerabilities and the
potential for tampering. Instances of hacking and doubts
about the integrity of electronic voting systems prompted a
reevaluation of their use in some regions.

5. Challenges and the Need for Innovation

a. Throughout this evolutionary journey, voting systems
have faced persistent challenges, including issues of accessi-
bility, security, and transparency. The desire for more inclu-
sive, secure, and transparent elections has driven the explora-
tion of innovative solutions, leading to the intersection of
voting systems with emerging technologies, such as block-
chain.

In this context, the emergence of blockchain technology
represents a potential paradigm shift in the evolution of vot-
ing systems. By leveraging the principles of decentralization,
immutability, and transparency, blockchain offers a unique
opportunity to address longstanding challenges and pave the
way for a more robust and trustworthy electoral process. The
subsequent sections of this literature review will delve into
the specific ways in which blockchain has been explored and
implemented to enhance the security and transparency of
voting systems.

2.2. The promise of blockchain in voting systems

Blockchain technology, originally conceived as the foun-
dational architecture for cryptocurrencies, has garnered in-
creasing attention for its potential to revolutionize various
industries, with voting systems standing out as a domain ripe
for innovation. The promises of integrating blockchain into
voting systems are manifold and address some of the persis-
tent challenges that traditional voting methods face:

1. Decentralization and Security

a. One of the key promises of blockchain in voting sys-
tems is the principle of decentralization. Traditional voting
systems often rely on central authorities for oversight, which
can be vulnerable to manipulation or hacking. Blockchain,
being inherently decentralized, distributes the record of votes
across a network of nodes, making it extremely challenging
for any single entity to control or compromise the system.

b. The decentralized nature of blockchain enhances the
security of the voting process, providing a safeguard against
unauthorized access, tampering, or fraud. Each block in the
chain is linked cryptographically to the previous one, creat-
ing a chain of blocks that is resistant to alteration.

2. Immutability and Transparency

a. Immutability, a fundamental characteristic of block-
chain, ensures that once a vote is recorded, it cannot be al-
tered or deleted. This feature instills confidence in the integ-
rity of the electoral process, as voters and election officials
can trust that the recorded votes remain unchanged.

b. Transparency is another crucial aspect facilitated by
blockchain. Every participant in the network has access to a
transparent and immutable record of the votes cast. This
transparency not only engenders trust but also allows for
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independent verification of the election results, fostering a
more open and accountable electoral process.

3. Elimination of Fraud and Double Voting

a. Blockchain's cryptographic principles and consensus
mechanisms significantly reduce the risk of fraudulent activi-
ties. Votes are securely recorded, and the transparency of the
system makes it easier to identify and eliminate fraudulent
attempts.

b. The use of cryptographic keys ensures that each voter
can cast only one vote, preventing the possibility of double
voting. This enhances the accuracy and fairness of the elec-
toral process, addressing a common concern in traditional
voting systems.

4. Accessibility and Inclusivity

a. Blockchain-based voting systems have the potential to
enhance accessibility and inclusivity in the electoral process.
The technology allows for remote and online voting, ena-
bling individuals who face physical barriers or are geograph-
ically distant to participate in elections.

b. By leveraging blockchain, voting systems can poten-
tially reach a broader demographic, including those with
mobility challenges, expatriates, and individuals residing in
remote areas.

5. Trust in the Electoral Process

a. The transparency, security, and immutability offered
by blockchain contribute to building trust in the electoral
process. Trust is a cornerstone of any democratic system, and
blockchain's features help mitigate doubts and concerns re-
lated to the accuracy and legitimacy of election outcomes.

While the promises of blockchain in voting systems are
compelling, it's essential to acknowledge that implementing
such a transformative technology comes with its own set of
challenges and considerations. Issues like scalability, user
adoption, and the need for standardized protocols must be
carefully navigated to fully realize the potential of block-
chain in revolutionizing the way societies conduct their elec-
tions. The subsequent sections of this literature review will
delve into the existing research and insights regarding the
practical implementations and challenges associated with
blockchain-based voting systems.

2.3. Challenges and Criticisms

While the promise of blockchain in voting systems is en-
ticing, the integration of this transformative technology is not
without its share of challenges and criticisms. Addressing
these concerns is crucial for ensuring the viability, security,
and widespread adoption of blockchain-based voting sys-
tems:

- Scalability Issues

Blockchain systems, particularly public blockchains, of-
ten face scalability challenges. As the number of transactions
(votes, in this context) increases, the scalability of the net-
work becomes a critical consideration. The time taken to
reach consensus and add a new block to the chain can impact
the speed and efficiency of the voting process. Scalability
concerns become more pronounced in large-scale elections
where millions of votes must be processed within a short
timeframe. Researchers and developers are actively explor-
ing solutions, such as sharding and layer-2 protocols, to ad-
dress scalability issues in blockchain-based voting systems.

- User Experience and Accessibility

Blockchain technology, with its cryptographic keys and
complex structures, can be intimidating for non-technical

users. Ensuring a user-friendly interface and a seamless vot-
ing experience is essential for the widespread adoption of
blockchain-based voting systems.
Accessibility is another concern, especially for populations
with limited access to technology. Implementing blockchain
in a way that does not disenfranchise individuals without
access to smartphones or reliable internet connectivity is a
challenge that needs to be carefully navigated.

- Privacy Concerns

While blockchain ensures the security and immutability
of votes, it also raises concerns about voter privacy. The
transparent nature of the technology means that all transac-
tions are visible on the blockchain. Striking a balance be-
tween transparency and the anonymity of individual votes is
a delicate task that requires robust cryptographic techniques.
Researchers are actively exploring privacy-preserving tech-
nologies, such as zero-knowledge proofs, to allow voters to
prove the validity of their votes without revealing the specif-
ic details of their choices.

- Centralization Risks

Paradoxically, the decentralization touted as a strength of
blockchain can face challenges that lead to unintended cen-
tralization. Issues such as the concentration of mining power
or the dominance of a few key players in the blockchain
network can compromise the distributed nature of the tech-
nology.

In the context of voting systems, a high degree of central-
ization can undermine the security and integrity of the pro-
cess, potentially leading to manipulation or collusion. De-
signing blockchain protocols that mitigate centralization
risks is a critical consideration.

- Cybersecurity Threats

As with any technology, blockchain-based voting sys-
tems are susceptible to cybersecurity threats. The decentral-
ized nature of blockchain doesn't make it immune to attacks,
and novel threats may emerge as the technology evolves.
Ensuring the resilience of the voting system against cyber
threats, including hacking attempts and denial-of-service
attacks, requires ongoing research and the implementation of
robust security measures.

- Regulatory and Legal Challenges

The integration of blockchain in voting systems may face
regulatory and legal challenges. The legal frameworks sur-
rounding elections vary across jurisdictions, and introducing
a novel technology like blockchain may require updates and
adjustments to existing laws.
Regulatory challenges also extend to issues such as the legal
status of blockchain transactions, the enforceability of smart
contracts, and the handling of disputes in a blockchain-based
voting system.

- Public Trust and Acceptance

Trust in the electoral process is paramount, and introduc-
ing a new and unfamiliar technology can raise skepticism
among the public. Building confidence in blockchain-based
voting systems requires transparent communication, educa-
tion, and a demonstration of the technology's reliability.
Public acceptance is crucial for the success of blockchain in
elections, and addressing concerns about security, privacy,
and usability is key to garnering widespread support.

Navigating these challenges and criticisms requires a
multidisciplinary approach, involving not only technologists
but also policymakers, legal experts, and the public. The
subsequent sections of this literature review will delve into
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the existing research that explores potential solutions and
mitigations for these challenges, providing insights into the
current state of knowledge in the field of blockchain-based
voting systems.

3. Case studies

A blockchain-based voting system has both advantages
and disadvantages. Advantages:

1. Increased transparency: Decentralized voting systems
can provide a transparent and auditable record of all transac-
tions, making it easier to detect and prevent fraud and ma-
nipulation.

2. Improved security: Decentralized voting systems are
resistant to hacking and tampering, as they rely on a consen-
sus mechanism among multiple parties to validate and ap-
prove transactions.

3. Reduced costs: Decentralized voting systems can re-
duce the costs of conducting elections, as they eliminate the
need for central authorities and intermediaries.

4. Increased accessibility: Decentralized voting systems
can be designed to be more accessible and inclusive, allow-
ing a broader range of participants to engage in the voting
process.

5. Enhanced voter privacy: Decentralized voting systems
can protect voter privacy by allowing voters to cast their vote
without revealing their identity.

Disadvantages:

1. Technical challenges and complexity: Implementing
decentralized voting systems can be technically challenging
and requires expertise in blockchain technology and cryptog-
raphy [1].

2. Limited scalability: Decentralized voting systems may
have limitations in terms of scalability, as the number of
transactions that can be processed at any given time may be
limited by the capacity of the network [2].

3. Potential for unequal participation: Decentralized vot-
ing systems may not be accessible to all voters, particularly
those who lack access to technology or have limited tech-
nical skills. And there can be several DDos attacks while
voting process [3].

4. Difficulty in ensuring the accuracy of vote counting:
Decentralized voting systems may face challenges in ensur-
ing the accuracy of vote counting, as errors or discrepancies
may be difficult to detect and correct.

5. Lack of legal and regulatory frameworks: Decentral-
ized voting systems may face legal and regulatory challeng-
es, as they may not fit within existing legal frameworks and
regulations for voting systems.

6. Security: There can be a bunch of an unpredictable at-
tacks. Ddos, TLS, MM (man in the middle) attacks [4]. The
client devices can have the viruses or some other mallware
software.

In recent years, two major e-voting applications have
been developed, but they have also been found to have sig-
nificant security risks. Following the 2015 election, the Vir-
ginia Information Technologies Agency (VITA) conducted
security tests on several aspects of their e-voting system,
including physical security, network security, operating sys-
tem security, data security, and the vote tally process. VITA
discovered that the system had used unsafe security protocols
and weak passwords, and that an attacker could compromise
the confidentiality and integrity of the voting data. Due to

these issues, VITA recommended discontinuing the use of
the Advanced Voting System [5].

In addition, the Swiss government had been working on
implementing an e-voting system for many years. Swiss Post
was also involved in this effort and opened its applications
for safety testing to the public in 2019 [6], believing in the
transparency of the applications. However, international IT
experts discovered a critical error in the source code of the
Swiss Post application, which could not detect voting manip-
ulation in the shuffle method. This error allowed hackers to
replace valid votes with fraudulent ones. The IT experts
noted that the codes were not standardized [7]. As a result of
these critical issues, the Swiss government canceled the use
of the system until a new appointment [8].

Over last there are several points of view based on block-
chain based voting systems. Most of them bring the idea that
it is hard to develop safe e-voting system itself [9,10]. The
other part says that the blockchain based architecture gives
an opportunity to design safe voting system.

4. Conclusions

In conclusion, the use of blockchain-based voting sys-
tems has the potential to provide numerous benefits, such as
improved transparency, security, and efficiency. However,
there are also significant challenges and limitations to con-
sider, such as the need for widespread adoption, potential
technical issues, and the risk of centralization. It is clear that
further research and development are necessary to overcome
these challenges and ensure the successful implementation of
blockchain-based voting systems. As such, it is important for
policymakers and researchers to carefully evaluate the pros
and cons of these systems and work towards developing
robust solutions that can effectively address the needs and
concerns of all stakeholders. Ultimately, the adoption of
blockchain-based voting systems could pave the way for
more democratic and secure electoral processes in the future.
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AngaTrna. J[eMOKpaTHsIIBIK caiiflay a3aMarTapra caillay KYKBIFBIH JKY3eIre achIpyFa JXOHE CasiCH KeInOaclbIap MeH
casicaTTapra e3 KaJayJlapblH OUIIipyre MYMKIHIOIK OepeTiH 3aMaHayd KOFaMHBIH ipre Tachl OONBIN TaObUTaAbpl. JlereHMeH,
JACTYPIIi AaybIic Oepy >Kylenepi COHFbI KbUITAPhl KONTETeH KUBIHIBIKTapFa Tar OOJIbl, COHBIH IIIiHAE aNasKTHIK, Oy3y JKoHE
JKarmFaH akmapar Oap. Ocbkl MiHACTTEpAi MICNTy YIIiH KONTereH eiiep aybic Oepy MpoIeciH Kayilci3meHAipyre >KoHE
JKAHFBIPTYFAa KOMEKTECETIH JKaHA TEXHOJOTHSIAPABI 3epTTeil 6acTampl. OChIHAAN TEXHOJIOTUIAPABIH Oipi GIOKYEHH OOJIBII
TaObLIaJbl, OPTAJBIKTAHBIPBIIMAFAH JoHE OypMajaHOaWTHIH IEpeKKop, o OipHelle TapanTapra OpTaIbIK OpPTraHHBIH
K)KETTIrIHCI3 OPTAaK KIiTalThl XKYpri3yre MyMKiHIiK Oepezi. biokueilH TeXHONOruschl 0apiblK TpaH3aKIUsUIAPBIH MOJIIIp
JKOHE ©3repMeTiH jka30achlH KAMTaMachl3 €Te OTBIPHII, CaiiayIbl Kayilci3, allblK )KaHe THIM/I €Till OTKi3y TOCUIIH e3repTyre
aneyeti Gap. Byn Makamana 0i3 OJOKYeHH TEXHOJOTHSCHIH Jaybic Oepy jKYHeciHAe KOJIAaHYABIH apThIKUIBUIBIKTAphl MEH
KUBIH/IBIKTapBIH 3ePTTEIHMI3.
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AHHoTanus. J[eMokpaTHdeckue BBIOOPHI ABISIOTCS KPaeyroJbHBIM KaMHEM COBPEMEHHOTO OOIIecTBa, MO3BOJISS TpaXkaa-
HaM pealn30BaTh CBOE IPABO T0JI0CA U BHIPA3UTh CBOM MPEINOYTEHHS B OTHOLICHWH MOJUTUYECKHUX JUICPOB U IOJIUTHKHU.
OnHako B TOCIIETHHE TOIbI TPAJIUIMOHHBIE CHCTEMbI T'OJIOCOBAHMS CTOJIKHYJIMCH C MHOTOYMCICHHBIMH MPOOJIEMaMH, BKIFOUast
OOBMHEHMSI B MOIIICHHUYECTBE, XaKepcTBE M Je3uH(popMaly. UToObl pemuTs 3TH NpoOJIeMbl, MHOTHE CTPaHbl Hadyalld H3Y-
4yaTh HOBBIE TE€XHOJIOTUH, KOTOPblE MOTYT IIOMOYb 3allUTUTh U MOAEPHU3UPOBATH Hpolecc roaocoanus. OMHON U3 TaKHX
TEXHOJIOTHH SIBJIsieTCsl OJIOKYEHH - JEleHTpaNn30BaHHAs M 3allUIIEHHas OT B3JIoMa 0a3a JaHHBIX, KOTOpas MO3BOJISET He-
CKOJIBKMM CTOPOHAaM BECTH OOIIYyI0 OyXraaTepcKyro KHUTY 0e3 y4acTHs LeHTpajbHOro oprana. ObecrieunBas mpo3padHylo U
HEM3MEHSIEMYIO 3aIMCh BCEX TPAaH3AKIMH, TEXHOJIOTHS OJIOKYEHH criocoOHa ITPOM3BECTH PEBOIIIOLMIO B IIPOBEJICHUH BEIOOPOB,
cnenaB ux Oojee 6e30MacHBIMHU, IPO3PAYHBIMU U (P PEeKTHBHBIMU. B 3T0i cTaThe MBI PACCMOTPHUM IPEHMYIIECTBa U IpobIIe-
MBI UCTIOJIB30BAHHS TEXHOJOTHH OJIOKYEHH B CHCTEMaX T'OJIOCOBAHUS.

Kniouegvie cnoga: dnokuelin, conocosanue, 21eKmpoHHOE 2010CO8AHUE, CUCEMA 20]10COBANUSA, 0eYeHMPANIU3068aAHHASA.
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Abstract. Steganography is a methodology for transmitting sensitive information while remaining undetected by an outside
observer. One of the widely used approaches in this field is embedding hidden messages in various files, with special emphasis
on the secrecy of the transmission process and the possibility of increasing the amount of data carried. The modification of the
Least Significant Bit (LSB) method for embedding hidden messages in a graphical image proposed in this paper represents a
step forward in improving steganographic techniques. This method is based on an innovative bandpass transform, where the
embedded message is perceived as visible «noise» or interference added to the image. A key step in this process is the profes-
sional isolation of said noise from the signal, which allows for the extraction of the transmitted secret message with high accu-
racy. The uniqueness of the new method is manifested in the use of a complex combination of several matrices to «mix» the
image fragments. Through experiments, different combinations of matrices were selected to provide a higher signal-to-noise
ratio. The results obtained confirm that the new method, compared to conventional bandpass transform, shows a significant
improvement in signal-to-noise ratio. This, in turn, enhances the ability to embed longer secret messages, improving the overall

efficiency of the steganographic process.

Keywords: LSB steganography, Hadamard, Slant, Haar, strip-method, secret message.

1. Introduction

To ensure the security of the communication channel, mes-
sages transmitted between two subscribers are transformed so
that their interception by a third party is useless. Usually such
tasks are solved using cryptographic methods. In the general
case, the cryptographic transformation of a message occurs
with the participation of some secret key, available only to the
sender and the recipient. Getting the original message from the
transformed one is almost impossible without knowing the
secret key. Accordingly, the analysis of data transmitted over
an open communication channel does not allow a third party to
freely read the original message.

When a message is received, for example, in the form of a
file, then the problem of its further protection is also relevant.
Thus, a graphic file created by one person can be copied by
another person or slightly altered and further unlawfully issued
as copyright property. Then it becomes necessary to create
means that allow to uniquely identify the author when it comes
to copyright, or to identify the end user when it comes to find-
ing the source of unlicensed copies of a file. Such tools are
being developed and researched within the framework of the
science of steganography. Steganography studies techniques
for creating a covert communication channel by embedding
secret messages in digital data objects called containers. In
cryptography, access to a message is limited if the secret key is
unknown, and in steganography, the very existence of a secret
message is hidden.

Depending on the task, such a container is chosen that al-
lows you to get higher secrecy and a larger volume of the

©2023. A. Yerimbetova, E. Daiyrbayeva, I. Nechta, L. Lukpanova
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transmitted message. Stealth is understood as the probability
of not detecting the fact of the introduction. Obviously, the
very fact of transferring a container without a message is not
something suspicious.

Currently, text, audio, video, images and executable files
(programs) are used as containers. Embedding into the text can
be carried out by replacing synonyms. [1]. The text consists of
words, some of them have synonyms. Such words in the
source text are replaced with the synonym corresponding to
the embedded message. The received text has the same mean-
ing, but already contains a hidden message.

For embedding in an audio file, it is possible to add noise
or slightly vary the signal value in accordance with the secret
message. The resulting audio file does not differ from the
original from the point of view of human perception, but it
already has hidden data.

When shooting video, it is possible to use two cameras,
standing next to each other. At the stage of editing, the final
film is created by inserting short fragments (mise-en-scéne)
both from one camera and from the second, according to the
embedded data. Variations in the shooting position are not
detected by the viewer and do not affect the overall perception
of the picture.

In steganography, the most widely used methods of em-
bedding in the image. Any image is represented as a matrix
of pixels, each of which has a color (represented in binary
form). LSB implementation methods, for example [2], sug-
gest replacing the least significant bit of the pixel color with
a secret message. The use of this approach does not distort
the visual perception of the image.

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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The rapid development of LSB implementation methods
gave rise to the emergence of steganalysis methods for imag-
es, i.e. methods for detecting the fact of transmitting a secret
message. As a result, in order to ensure an acceptable level of
secrecy, the implementation is carried out not in all pixels,
but only in some part (now it is several percent), and these
pixels are selected in a pseudo-random way.

Let us briefly review the methods of steganography of
images presented in the scientific literature. L.A.
Mironovsky, V.A. Slaev [3] described the main matrix meth-
ods for processing continuous signals and images using strip
transformation. The problem of estimating the potential noise
immunity and synthesizing the optimal filter for the case of
pulse interference is solved. The possibilities of two-
dimensional strip transformation for storing and noise-
resistant image transmission are investigated. Examples of
image strip transformations are given and classes of images
that are invariant with respect to symmetric orthogonal trans-
formations are described.

A.P. Alekseev [4] concluded that steganography is a rapid-
ly and dynamically developing science that uses the methods
and achievements of cryptography, digital signal processing,
communication theory and computer science. The monograph
by B. Ya. Ryabko., A. N. Fionov [5] describes the main ap-
proaches and methods of modern cryptography and steganog-
raphy for solving problems arising during the processing,
storage and transmission of information.

O.1. Shelukhin et al., [6] described the issues of hiding in-
formation in text documents, network steganography, methods
and algorithms for hiding data in audio signals of WAVE and
MP3 formats, which are important for practical use. Methods
and algorithms for hiding data in the spatial and frequency
domains of still images are analyzed; software implementation
of the introduction of a digital watermark into a video contain-
er in BMP and JPEG formats. The issues of introducing wa-
termarks based on wavelet transformations are highlighted. In
addition to the theoretical sections, the manual contains exten-
sive practical material — a large number of software-
implemented hiding algorithms using modern application
software packages Matlab and Mathcad, as well as program-
ming languages Python, C++, C#, etc.

In the article [7], F.A. Murzin et al., investigated the vari-
ants of the strip method. Namely, the variants based on the use
of different matrices are considered: Hadamard, Haar, Confer-
ence, C-matrix, etc. Various types of matrices and signals were
tested. A theoretical estimate is proposed in terms of spectral
expansion coefficients for the error rate for a bandpass trans-
formation based on the Hadamard matrix in the case of pulse
interference. These variants of the strip method were imple-
mented in our work.

Rosziati Ibrahim et al [8] propose a new algorithm for hid-
ing data inside an image using the steganography technique.
The proposed algorithm uses binary codes and pixels inside
the image. Various data sizes are stored inside the images, and
the PSNR (peak signal-to-noise ratio) is also recorded for each
of the tested images. Based on the PSNR value of each image,
the stego image has a higher PSNR value. Therefore, this new
steganography algorithm is very effective for hiding data in-
side an image.

E.A. Bela [9] focused on Haar cascades and is based on the
article by Viola P., Jones M. «Rapid Object Detection using a
Boosted Cascade of Simple Features». Some subtleties of
cascade training that were not described in the original article

are described here. In particular, this is a method for iterating
through the thresholds of weak classifiers, as well as an opti-
mized method for constructing a cascade of classifiers.

R. Sonic et al [10] investigated an efficient algorithm for
calculating parametric Slant-Hadamard transformations. The
authors presented the Slant-Hadamard matrix of order n2 as a
product of sparse matrices, developed the corresponding fast
Slant-Hadamard transformation and its complexity.

According to A. Alharbi et al [11], one of the possible
ways to conceal classified information is the use of images.
Images are the most common type of payload in terms of
their availability and use in steganographic applications.
They are able to hide secret information, because the human
eye is less sensitive to minor changes in the image. In this
paper, they propose a steganographic method using a discrete
Haar wavelet transform, in which the data is hidden in the
frequency domain.

In this paper, the purpose of the study is to transmit the
hidden data using an image object. This experiment is con-
ducted by researchers in two ways. The sender's side sends
encrypted and unencrypted hidden data in graphic formats
with security concerns. The extracted hidden data will be
decrypted on the receiver side in the case of encrypted hid-
den data, and as part of security, the goal of ensuring image
quality remains unchanged for human eyes (Figure 1).

Figure 1. Scheme of transmission of hidden data using an
image object

2. Materials and methods

Many tasks of information transformation and data
analysis are related to image processing and transmission. As
mentioned earlier, images are the most popular there are many
different image file formats, most of which are designed for
specific applications. Various steganographic algorithms exist
for these different image file formats [11,12].

Image definition. For a computer, an image is a set of
colored pixels (dots), the color is represented in the RGB
palette in the computer's memory as triples of numbers [13].
Currently, there are quite a lot of different methods (and their
variants) for embedding messages. All the methods used are
fairly well described in special literature [6-9]. The list of
steganographic methods is updated annually, more reliable and
original ways of hiding information are being invented, which
will require new, effective methods of analysis to neutralize.

This article explores the possibility of using the strip
method for storing and noise-immune transmission of images.
In this case, matrix transformations of the original image are
used before transmission, during which the image fragments
are mixed and superimposed on each other. The converted
image is transmitted over a communication channel, where it
is distorted by impulse noise. Its action can lead, for example,
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to the complete loss of individual fragments of the image.
When a signal is received at the receiving end, an inverse
transformation is performed, as a result of which the image is
restored. If we ensure a uniform distribution of impulse noise
over the entire area of the image (without changing its energy),
then a significant attenuation of the amplitude of the noise will
occur and an acceptable quality of all areas of the
reconstructed image will be achieved.

The first stage of strip conversion of two-dimensional
signals consists in splitting the original image

Py - plT
P=| : .
psl o Per

where T and S are the horizontal and vertical widths of
the image. P is divided into N rectangular fragments of the
same size [14]. Let's designate the number of horizontal and
vertical stripes into which the image is cut through m and n;

then N=mxn. We represent the image obtained after splitting
as a block matrix

Xg oo Xy
x| : - .

X X ’
where

pi—-Yxm+1(j-xn+1 p(i—-D)xm+1,(j—-)xn+n
X. = : :
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pi-Dxm+m,(j-DYxn+1 --- p(i-)xm+L(j—-xn+n

The image is presented in a gray palette, i.e. RGB
components of the palette are equal for each pixel and
pst:€{0...255}.

Next, the fragments are linearly combined. In this paper,
a matrix approach is considered. In this case, two approaches
are possible - vector and matrix. There are three options for
isometric transformation of this matrix in order to «mix» its
fragments:

A) multiplication by the orthogonal mxm matrix B on the
left: z = BX (left-side matrix transformation)

B) multiplying by the orthogonal nxn matrix A on the
right z, = XA (right-handed matrix transformation).

C) Simultaneous multiplication by the matrix B on the
left and by the matrix on the right: Z = BXA (two-sided
matrix transformation).

The transmission and reception of images using a two-
way strip transform is shown in Figure 2. Here A - denotes a
secret message.

g Matrix Z z I\“lat'rlx ‘ . ‘
»_‘3 multiplication transimit via mu]np]lc:inon X 3
= BX/XA/BXA C communication] B /Z°A7

Al chamnel JA\r Bt

Figure 2. Scheme of transmission-reception

After receiving P, the transmitted secret message is
calculated A'=Z'—P’. Due to the mathematical properties
of the applied transformations A~ A’.

Transformation of image fragments during transmission
is carried out according to the formula

Z=A"xXxA 1)

Reconstruction on the receiving side of an image formed
from fragments Y and transmitted over a communication

network is performed through an inverse two-way
transformation in the form
X =(A")'xZxA™" 2

The resulting image P is the result of defragmentation
from fragments of the X type of the received image.

3. Results and discussion

This paper discusses a special steganographic method for
hiding information in digital images. This steganographic
method uses the Hadamard transform and works on grayscale
images. This method has been extensively tested on a variety
of images with various textures and is robust enough to avoid
various attacks such as adding noise or squeezing. The
experimental results show that the considered system
successfully preserves the image quality and remains
unnoticed by the known methods of steganalysis. The
Hadamard transform is an example of a generalized class of
Fourier transforms. It performs an orthogonal, symmetric,
linear operation on real numbers (or complex numbers,
although the Hadamard matrices themselves are purely real).
The Hadamard transform has a significant computational
advantage over other methods. Their unitary matrices and
transformations consist of and are calculated only with the
help of additions and subtractions, but they do not involve
multiplication. Consequently, for processors for which
multiplication is a laborious operation, sustainable savings
are achieved.

During the experiments based on the Hadamard
transformation, the following matrices were also tested: Slant,
Discrete Cosine Transform, Haar, Conference, S-Matrix.

Choice of transformation matrix. Strip transform matrices
are selected in order to achieve the most uniform distribution
of interference in the signal or image as a result of decoding
at the receiving end of the communication channel. This will
allow the most accurate recovery of information about
distorted or lost fragments.

The Hadamard matrix H is a given square matrix
satisfying
HH'=nl, @3)

in which all records in the first row and first column are +
1, and the rest of the elements are +1 or -1. The inner product
of any two rows (columns) is 0. This is referred to as the
orthogonal property. He assumed that the Hadamard matrix
exists if and only if n = 0 (mod4). Despite the efforts of
several mathematicians, this hypothesis remains unproven,
although it is widely believed to be true. This condition is
necessary and the sufficiency of the part is still an open
problem. These Hadamard matrices were systematically
investigated by Paley in 1933. There are other orthogonal
matrices such as Slant and Haar matrices, Discrete Fourier
transform (DFT), discrete cosine transform (DCT), shell
matrix, etc. [15].

Algorithm for implementing the Hadamard transform:
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Block strip method for transforming images. A matrix of
size¢ M by N is divided into m into n blocks, to each of 3
of which a strip transformation is applied 4. Input
parameters: file with an image, m is the number of blocks
horizontally, n is the number of blocks vertically. We tested
images with dimensions: 1600x1200, 600x600, 512x512,
256x256, 600%600,1024x1024, 1024x1024. For testing, the
pictures were taken from the Internet.

4 Secret image - [m] X
File Edit View Insert Tools Deskiop Window Help = LLID

Ndde | RO EL- |2
% 2E
{ \= 3w
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Figure 3. (a) is the original image, (b) is a strip-transformed
image, (c) is a reconstructed image after transmission in a
channel with impulse noise using a strip transform, (d) Noisy
fragmented image, (e) is a reconstructed image after transmission
in a channel with interference without using strip transforms, f)
Converted final image, j) detected message

Results:

Two-sided (two-dimensional) strip transformation of
images is shown in Figure 3. Here (a) is the original image,
(b) is a strip-transformed image, (c) is a reconstructed image
after transmission in a channel with impulse noise using a
strip transform, (e) is a reconstructed image after
transmission in a channel with interference without using
strip transforms. The above example of a strip transform is
implemented using a 4x4 Hadamard matrix, and a single
noise corresponds to a 30%30 pixel rectangle. The weakening
of the influence of impulse noise is realized by the fact that
during inverse transformations performed on the receiving
side with a transposed orthogonal matrix, the noise is evenly
distributed over the entire reconstructed image. For
maximum attenuation of the noise amplitude in the strip
transform, as a rule, extremal orthogonal matrices of orders 4
and 8 are used. Hadamard matrices exist on orders 4t, where
t is a natural number. There are more than two such matrices
on each order. However, the existing algorithms for
calculating Hadamard matrices ensure the inheritance of only
the structures of the matrices corresponding to these
methods. There is no their structural and quantitative
diversity in the orders of existence.

The result of the inverse transformation coincides with
the original image, up to the transposition of the masking
matrix: there is no need to separately store not only the
inverse matrix itself, but also its half due to its symmetry.
This saves memory when directly implementing the method
on the system. It is the presented simplified version of the
strip transformation (without using Kronecker multiplication
and cutting the image into strips), but implemented with
unique matrices, that was called masking.

To carry out calculations and mathematical operations,
the Matlab application is used. The functionality of this
application made it possible to perform orthogonal
transformation with a digital image, as well as calculate the
desired metrics.

For the comparison, the following orthogonal
transformations were chosen: Hadamard, Haar, oblique,
discrete cosine. To compare the effect of noise on the final
result, the following indicators were selected [13]

average modulus of deviation

no(X.—V.
IJ_: z| 1) 2yl]|
. @)

root-mean-square deviation modulus

2
no(xX. —V.
L2 = Z| i Zyu|
ol (5)
maximum deviation modulus
max (X.. — ‘
1<i,j<n I y“ (6)

signal-to-noise ratio PSNR
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For the experiment, images with light and dark areas of
different frequency characteristics were selected. Interference
to the image was set in the form of a black area of various
sizes in the center of the image.

For the experiments, images of sizes 400x400, 512x512,
600x600, 800x800,1024x1024 were used. For each size, 25
images were tested. The images were “cut” into fragments,
after which they were subjected to two-sided transformation
using the matrices described above.

Table 1. Results of experiments using transformation matrices
(size 1024%x1024)

Methods Max L1 L2 PSNR
Haar+Haar 72,99699 = 2,56507 0,47514 40,8345
Haar+Hadamard(2" 39,2723 2,58196 0,67347 40,56836
n)

Haar+Slant 42,32732 | 2,56632 0,656235 | 40,64133
Haar+Hadamard(p+ = 242,15 8,4986 1,490525 @ 29,70511
1)

Haar+CreatingLege = 39,55325 @ 2,560085 @ 0,667305 @ 40,7044
ndre

Hadmard(2”n)+Had = 17,71095  4,1032 3,19386 36,20309
amard(2”\n)

Hadmard(2”n)+Haar = 39,2723 2,58196 0,67347 40,56836
Hada- 19,28821 = 4,40384 3,36667 35,67784
mard(2”n)+Slant

Hadmard(2”n)+Had = 582,9547 = 146,0302 | 110,0094 @ 5,039475
amard(p+1)

Hadmard(2"n)+creat = 16,33816 = 3,577025 | 2,761904 @ 37,51159
ingLegendre

CreatingLegen- 43,88584 | 4,203045 = 2,14059 35,97084
dre+Haar

Creating- 20,90581 | 3,598735 | 2,694915 @ 37,43103
Legedre+Hadamard(

2"n)

CreatingLegen- 23,3122 3,78383 2,767745 | 37,17978
dre+Slant

Creating- 242,15 13,74597  8,611805 | 25,87514
Legedre+Hadamard(

p+1)

Creating- 19,40275 = 3,21828 2,392725 = 38,40855
Legedre+CreatingLe

gendre

Hadmard(p+1)+Haa = 238,94 13,63 31,56 18,14

r

Hadmard(p+1)+Had = 80,53 13,11 16,49 23,78
amard(2”n)

Hada- 209,98 24,36 32,91 17,78
mard(p+1)+Slant

Hadmard(p+1)+Had = 188,35 24,75 31,4 18,19
amard(p+1)

Hadmard(p+1)+sltm = 234,46 19,06 40,19 16,04

tx

Slant +Haar 170,77 9,12 21,53 21,46
Slant+Hadamard(2" = 89,48 9,06 13,15 25,74

n)

sltmtx+Slant 188,04 14,69 21,73 21,38
sImtx+Hadamard(p+ = 178,88 19,35 27,73 19,26

1

sltmtx+sltmtx 180,21 15,76 30,56 18,42

A visual comparison (Table 1.) of the images clearly
shows that at any percentage of information loss, discrete
cosine and Hadamard matrices, it is best to save the image,
which allows it to be brought closer to the original using
third-party software and other algorithms. Using an oblique
matrix or Haar matrix allows you to keep some parts of the
image exactly as in the original image (which may be due to
the fact that they were not affected by the interference), but
significantly spoils the image. At the same time, other areas
of the image are seriously distorted or cannot be restored.
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In the course of the work, new experiments were carried
out with several types of strip transformation matrices. Those
of them have been identified that are most successful in
minimizing the negative impact of interference, evenly
distributing it over the entire image, thereby making it
possible to restore the lost areas. The dependence of the
degree of reconstruction on the size of the interference was
revealed for various matrices and images with different
frequency characteristics.

Below is a comparative analysis of standard methods for
suppressing noise in images (table 2). Figure 4 shows the
diagrams for different values of N and M difference PSNR.

PSNR= F(N) FOR

DIFFERENT M
——2
= 4
4 2
16
1 3 5 7 9 =H=32
LOG2(N) 64
a)
PSNR= F(M) FOR
DIFFERENTN
- = = S = = =] —.—2
g 40 =——o—2—9—0—9—9 4
P e S WP .
34
1 3 5 7 9 16
Log2(Mm) ——32
b)

Figure 4. Schematic representation of PSNR results for
different values of a) N and b) M

4. Conclusions

The purpose of this article is to study algorithms for digi-
tal image processing based on orthogonal transformations for
image restoration. This goal was achieved, the tasks were
completed. The program is implemented in the Matlab envi-
ronment. As a result of the research, the method of introduc-
ing hidden messages, based on strip conversion, was im-
proved. In the course of experiments, it was shown that the
new method, in comparison with the conventional strip con-
version, allows one to obtain a higher signal-to-noise ratio,
which obviously allows embedding a longer secret message.
It is assumed that the embedded message should be a regular
image, and not any encrypted sequence.
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Anparna. CreraHorpadusi — CHIPTKbI OakpUIaylIbUIapra KOPIHOEHTIH OOJBIN KalyFa THIPBICATBIH KYIHS aKIaparThl
Oepy/iH MHHOBaUMSJIBIK ojicTeMeci. byl canajna KeHIHEH KOJJIaHBUIATBIH TOCUIIEp SJIEMIHJE JKachIpblH Xabapiamalapabl
opTypui ¢aimgapra KipicTipy epekieneHe i, Oipak TeK TachIMaliay MPOIeCiHiH KYIAsUIBUIBIFBIHA FaHA HA3ap aynapbUIMaiiibL,
COHBIMEH Oipre TachIMalIaHATHIH JepeKTep KOJEeMiH YIFaUTy MYMKiHZIriHe KeHin Oeminenmi. OChl Makaiaja YCHIHBUIFaH
rpaduKaNbIK KeCKiHre >KachIpBIH XabapiaManapabl KipicTipy ymIiH eH kimri MaHe3asl 6ut (LSB) omiciHiH MOIU(pUKAIHICH
CTeraHorpa(usUIbIK TEXHOJIOTHUIApAbl JKETULNIpyAeri anra Kajam Ooibin TaObutaabl. By oic MHHOBaIMSUIBIK YKOJIAKTHI
TYPJICHAIpYTe HETI3AeNTeH, MyH/Ia KipicTipiireH xabapiaMa CypeTKe SHTI3UINeH «ITy» HeMece KeIepri peTiHae KaObuIIaHa bl
By npomecTiy Herisri Ke3eHi —OepiIreH IIyabl CUTHANIAH KociOW TypAe oKmaymay, Oyr kidepinreH Kymusi XabapiraMaHbI
JKOFapbl JQJIKIEH IIbIFapyFa MyMKiHZik Oepeni. JXKana omicTiH Oipereinmiri cyper (parMeHTTepiH «apanacTblpy» YIIiH
OipHemie MaTpHHIaIapAbIH KYpAedi KOMOMHAIMSCHIH KOJIAaHYJaH KepiHe[l. DKCIEePHIMEHTTEP apKbUIBI JKOFaphl CHTHAN/IITY
KATBIHACBIH KaMTaMachl3 €TETiH MAaTpUIIAPABIH OpTYpJi KOMOWHAUWsIapbl TaHIaIAbl. HoTwkenep kaHa oJic oAeTTeri
JKOJIAKThl TYPJICHOIPYMEH CalbICThIPFaH[a CHUTHAJ/Iy KAThIHACHIHBIH aWTapJbIKTail JKakcapraHblH Kepcereai. byn e3
Ke3eriHae creraHorpausIbIK TPOLECTIH THIMIUICIH apTThIpa OTBHIPHIN, Y3aFbIpak Kymusa xabapiamanapAbl CHIIpY
MYMKIHIIKTepiH KeHeTeai. OchlIaiina, YChIHBUIFAH 9/IC KACBIPBIH aKMapaTTsl Oepy Ke3iHae KayilCi3ZiK >KOJAFbIH KeTepil
KaHa KOMMai/bl, COHBIMEH KaTap KYNUs JIepeKTep/li €HTi3y YIIIH ChIHBIMIBUIBIKTA aiTapIIbIKTal ecy/1i KaMTaMachl3 eTelli, Oyt
cTeraHorpadusHbIH JaMyblHAa MaHBI3/IbI YJIEC KOCAIbI.

Hezizzi co3oep:. LSB-cmezanocpagpus, Adaamap, Slant, Xaap, cmpun-adic, kynus xabaprama.

11


https://doi.org/10.1007/s11042-019-08472-6
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57198350715&zone=
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=6603214509&zone=
https://www.scopus.com/sourceid/25674?origin=resultslist
https://www.scopus.com/sourceid/25674?origin=resultslist
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57200208474&zone=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85094965147&origin=resultslist&sort=plf-f&src=s&nlo=&nlr=&nls=&sid=4c9d9c067c3f518dfa11d32e960e6251&sot=b&sdt=b&sl=28&s=TITLE-ABS-KEY%28steganography%29&relpos=197&citeCnt=4&searchTerm=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85094965147&origin=resultslist&sort=plf-f&src=s&nlo=&nlr=&nls=&sid=4c9d9c067c3f518dfa11d32e960e6251&sot=b&sdt=b&sl=28&s=TITLE-ABS-KEY%28steganography%29&relpos=197&citeCnt=4&searchTerm=
https://www.scopus.com/sourceid/25627?origin=resultslist
https://www.scopus.com/sourceid/25627?origin=resultslist
https://doi.org/10.1007/s11042-020-10035-z
https://doi.org/10.1007/s11042-020-10035-z
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57192166313&zone=
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57206786175&zone=
https://www.scopus.com/sourceid/12862?origin=resultslist
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57203982596&zone=
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57203992198&zone=
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=56459354100&zone=
https://www.scopus.com/authid/detail.uri?origin=resultslist&authorId=57201634030&zone=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85053920840&origin=resultslist&sort=plf-f&src=s&nlo=&nlr=&nls=&sid=92119365acff9ba56ffceeac8739fd0c&sot=b&sdt=cl&cluster=scoprefnameauid%2c%22Zhang%2c+W.%2356459354100%22%2ct%2c%22Shi%2c+Y.Q.%237404964736%22%2ct&sl=29&s=TITLE-ABS-KEY%28steganography%5c%29&relpos=74&citeCnt=3&searchTerm=
https://www.scopus.com/record/display.uri?eid=2-s2.0-85053920840&origin=resultslist&sort=plf-f&src=s&nlo=&nlr=&nls=&sid=92119365acff9ba56ffceeac8739fd0c&sot=b&sdt=cl&cluster=scoprefnameauid%2c%22Zhang%2c+W.%2356459354100%22%2ct%2c%22Shi%2c+Y.Q.%237404964736%22%2ct&sl=29&s=TITLE-ABS-KEY%28steganography%5c%29&relpos=74&citeCnt=3&searchTerm=
https://www.scopus.com/sourceid/25674?origin=resultslist
https://www.scopus.com/sourceid/25674?origin=resultslist
https://doi.org/10.1007/978-3-030-00015-8_42
https://doi.org/10.1007/978-3-030-00015-8_42
mailto:nurbekkyzy_e@mail.ru

A. Yerimbetova et al. (2023). Computing & Engineering, 1(1), 6-12

KoMOnHupoBaHne MaTpHLl B CTPUII-TIPe00PA30BAHNH [IJIS BHEAPEHHUS
CKPBITBHIX COOOLIEHNH B H300paxkeHue

A. Epumberosal, D. Jlaiteip6aesal”, M. Heura?, JI. Jlyknanosa'

1Sathayev University, Azvameot, Kazaxcman
2Cubupcxuii F'ocyoapcmeennwlii ynusepcumem meneKomMmynuxayuu u ungopmamuxu, Hoeocubupck, Poccus

*Aemop ons koppecnonoenyuu: nurbekkyzy e@mail.ru

AnHotanus. CreraHorpadus IpeIcTaBiIsieT co00i MHHOBAIMOHHYIO METOMOJIOTHIO Iepefadyn CEeKPEeTHOW MH(OpMAaIHy,
CTPEMSCh OCTaBaThCSI HEBUIAMMOMW I BHEUIHNX HaOiopaTteneid. B Mupe mmpoko MCroib3yeMbIX MOJIX0I0B K 3TOH 00IacTH
BBIJICTISIETCSI BCTPAUBAHUE CKPBITBIX COOOICHNH B pa3in4Hble (aiiibl, IPH 3TOM 0c000€ BHUMAHUE YAEIACTCS HE TOJIBKO CEK-
PETHOCTH €aMOro Ipolecca Mepeaad, HO U BO3MOXKHOCTH YBEJIMUCHHS 00beMa IEPEeHOCHMBIX AaHHbIX. [IpeanoxeHHas B
JAaHHOM cTaTbe MOAN(UKALKMSI METOa HAaMMEHbIINX 3Hadamux out (LSB) amst BctpanBaHus CKPBITHIX cOOOIEHH B rpaduye-
CKO€ M300pakeHUE MPEJICTaBIAET cO0O0Il mar BIepe] B COBEPIICHCTBOBAHUN CTETaHOTPA(QUUECKUX TEXHOJIOTHH. DTOT METOA
6asupyercsi HA MHHOBAIIMOHHOM TIOJIOCOBOM IIPe0Opa3oBaHMH, TJ€ BCTPOCHHOE COOOILICHHE BOCTIPHHHUMAETCA KaK BHUAMMBIN
«UIymM» WM Tiomexa, jo0aBiieHHas K n300pakeHHio. KIllo4ueBbIM 3TamoM AaHHOrO mpolecca sBIseTcs: npodeccroHanbHas
U30JIILUS YKa3aHHOTO IIyMa OT CUTHAJIA, YTO MO3BOJISIET U3BJIEKATh MEPEIaBAEMOE CEKPETHOE COOOIIEHUE C BHICOKOH TOYHO-
CTBI0. YHHUKaIbHOCTh HOBOT'O METOJIA MPOSBISETCS B MIPUMEHEHHUH CIIOKHON KOMOMHAIIMU HECKOJIBKUX MAaTpPUI] AJIsl «CMEIIH-
BaHMs» pparMeHToB u3oOpakeHus. [lyrem sKcriepuMEeHTOB ObUTH 1T0100paHbI pa3invyHble KOMOMHAIIMK MaTpHUL, odecreyrnBa-
I0IIMX OoJiee BHICOKOE OTHOILIEHHE CUrHAN/IIyM. [lomyueHHbIe pe3yabTaThl MOATBEPIKAAIOT, YTO HOBBII METO/I, 110 CPAaBHEHHIO
C OOBIYHBIM TIOJIOCOBBIM IIPE0OPa30BaHUEM, IEMOHCTPHPYET 3HAUNTEIBHOE YIIyUIlIEHHE OTHOILCHUS CUTHAJI/IIYM. DTO, B CBOIO
odepelib, paclIupseT BO3MOKHOCTH BCTpaUBaHUs 00JIee AIMHHBIX CEKPETHBIX COOOLICHUH, yay4mias B 1esoM 3()h(HEeKTHBHOCTD
cTeraHorpaguyeckoro nporecca.

Knrwouesvie cnosa: LSB-cmezanocpaghua, Aoamap, Slant, Xaap, cmpun — memoo, cekpemuoe coobuyenue.
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Using machine learning algorithms for processing medical data
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Abstract. The paper considers the comparative analyses of machine learning algorithms for dataset: cardio_train.csv from
kaggle.com (link: https://www.kaggle.com/sulianova/cardiovascular-disease-dataset). Moreover, using machine learning algo-
rithms there will be discovered the best accuracy algorithms for the cardio_train.csv. Considering procedures have done in
Python 3.0 programming language, which represents confusion matrix and classification report, in order to see precision score,
recall, fl-score, and support. Furthermore, in this paper you are able to see following classification models: KNN algorithm,
Logistic Regression, Decision Tree, Random Forest, Naive Bayes and SVM. As a result, it will be defined the superior accura-

cy for processing medical dataset.

Keywords: medical dataset, machine learning, algorithms, KNN algorithm, Logistic Regression, Decision Tree, Random

Forest, SVM, Naive Bayes.

1. Introduction

It is clear, that processing medical data plays significant
role in our century, especially in period of worldwide pan-
demic which has changed and affected to world health organ-
ization and whole economy of the countries. The mission of
this paper is to help and to analyze medical data via modern
technology such as machine learning and to process cardio-
vascular diseases via finding out methods and models in
order to atomize data and compare methods, search the best-
adapted models and method using Python programming
language and Machine learning algorithms. There is a good
medicine in Kazakhstan, although it needs several methods
in order to make it better. The purpose of the following work
is to improve processing medical data, especially cardiovas-
cular diseases, which is the top problem in Kazakhstan.

In this article, will be presented machine learning classi-
fication algorithms such as: KNN algorithm, Logistic Re-
gression, SVM, Decision Tree, Random Forest, Naive Bayes.
All algorithms and procedures have done in Jupyter Note-
book (Anaconda), Python 3.0 programming language. After
considering machine learning algorithms will provided com-
parative analysis in tables of all procedures.

2. Materials and methods

2.1. Overview of dataset

There are 3 types of input features: objective, examina-
tion and subjective.

Objective: factual information;

Examination: results of medical examination;

Subjective: information given by the patient.

Features correspond to 12 columns: age, height, weight,
gender, systolic blood pressure, diastolic blood pressure,
cholesterol, glucose, smoking, alcohol intake, physical ac-
tivity and presence or absence of cardiovascular disease.

© 2023. G. Mukazhanova, Zh. Alibiyeva, A. Kassenkhan, N. Mukazhanov
https://ce.journal.satbayev.university/. Published by Satbayev University

Below are the column details:

Age | Objective Feature | age | int (days)

Height | Objective Feature | height | int (cm) |

Weight | Objective Feature | weight | float (kg) |

Gender | Objective Feature | gender | categorical code |

Systolic blood pressure | Examination Feature | ap_hi | int |

Diastolic blood pressure | Examination Feature | ap_lo | int |

Cholesterol | Examination Feature | cholesterol | 1: nor-
mal, 2: above normal, 3: well above normal |

Glucose | Examination Feature | gluc | 1: normal, 2: above
normal, 3: well above normal |

Smoking | Subjective Feature | smoke | binary |

Alcohol intake | Subjective Feature | alco | binary |

Physical activity | Subjective Feature | active | binary |

Presence or absence of cardiovascular disease | Target
Variable | cardio | binary | All of the dataset values were
collected at the moment of medical examination.

All the following attributes will help to analyze and pro-
cess the best adapted method and models in order to achieve
in the article goal.

Cardiovascular disease (CVD) continue to be the most
pressing health problem most countries of the world, includ-
ing the Kazakhstan. According to the World Health Organi-
zation, every year in the world from cardiovascular disease
(CVD) dies more than 17 million people, including more
than 7 million from coronary heart disease (IHD) [1].

Predicting CVD risk is becoming increasingly more im-
portant in clinical decision making since their introduction at
the international level in the latest guidelines. At the same
time, predicting the risk of coronary artery disease at based
on the analysis of traditional risk factors is fraught with a
number of problems. In the FI, during observation for 26
years, a significant coincidence of groups of persons without
established ischemic heart disease and people who develop
coronary artery disease. By level traditional FRs, coincidence

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http:/creativecommons.org/licenses/by/4.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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was noted the level of total cholesterol (3.9-7.8 mmol / I)
between the groups [2].

There was a significant overlap of groups of patients IHD
and healthy men according to the level of traditional RF (TC,
LDL cholesterol, smoking, AH, BMI) and significant differ-
ence in HDL cholesterol, TG and ratio LDL cholester-
ol / HDL cholesterol. The prospective NPHS2 study com-
pared the predictive ability of algorithms for cardiovascular
risk assessment by Framingham and Procam. Both of these
algorithms had a false negative result > 85%.

The low accuracy of predicting cardiovascular events has a
number of reasons. First, the assessment the total risk must be
adapted depending on national and regional features. Second-
ly, considering the design of the research scales included in the
development, in them often not considered significant for the
offensive cardiovascular event’s clinical conditions (type | and
Il diabetes mellitus, chronic kidney disease or very high levels
of certain risk factors). Third, the data that were used to com-
pile scales, were received 30-50 years ago and may not corre-
spond to modern realities. Fourthly, mathematical methods for
calculating risks also have errors and limitations of applicabil-
ity. This way we can speak with confidence about the problem
of insufficient accuracy of results calculating cardiovascular
risk based on generally accepted scales.

Machine learning provides good opportunities to solve this
problem and significantly improve accuracy in predicting
cardiovascular diseases and their complications in comparison
with the use of existing methods, due to the nonlinear relation-
ships of their fine tuning between cardiovascular risk factors
and the manifestation of diseases. Recently calculation of the
number of research and development in these areas.

In the Figure 1 is shown dataset attributes all columns and rows.

dataset = pd.read_csv('cardio_train.csv', ';')

dataset.sample(10)

id age gender height weight ap_hi ap_lo cholesterol gluc smoke alco active cardio

47702 68105 15955 2 173 850 130 80 1 1 0 1 1 0
42749 61085 21912 2 167 800 140 90 1 1 0 0 0 1

8773 12518 23248 1 160 640 120 80 1 1 0 0 1 0

6340 9025 18299 1 156  104.0 120 80 1 1 0 0 1 1
56707 80954 15300 2 160 620 140 90 1 1 0 0 1 1
69834 99739 19776 1 15  59.0 120 80 2 1 0 0 0 0
16906 24167 17272 2 170 310 150 90 2 2 0 0 1 1
18950 27061 21158 1 168 640 120 80 1 1 0 0 0 0
36449 52065 20302 1 168 950 180 80 1 1 0 0 1 1
28611 40910 23455 2 176 850 140 90 2 2 0 0 1 1

Figure 1. Dataset description in Python

After dataset has been read in Python there is a method da-
taset.nunique() to check how many unique values are there in
the each row. dataset.isna().sum() following method is used to
verify are there any nill or empty rows. If yes, then we need to
fill all null values by average sum of row and normalize the
dataset. Then there is prepared dataset for further procedures.

X = dataset.iloc[:, :-1].values

y = dataset.iloc[:, -1].values

Following code above is used to divide dataset into train
and test. Furthermore, for X has chosen all columns except
the last one, for y vice versa. It is important to separate them
because our target to find people from dataset who has cardi-
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ovascular disease and doesn’t have. There is a reason why
we have 2 option only 1 and 0. 1 — yes, 0 —no.

There is used following piece of code to import
train_test_split for separating dataset into test and train:

from sklearn.model_selection import train_test_split

From Figure 2 you are able to visualize it more clearly.

from sklearn.model_selection import train_test_split‘
X_train, X_test, y_train, y_test = train_test_split(X,y, test_size=0.2, random_state = 1,stratify =y)
from sklearn.neighbors import KNeighborsClassifier

Figure 2. Importing train test split

After all these steps our dataset is ready to be modified
and proceed.

2.2. Using machine learning algorithms for processing
medical data

Machine learning is a process used by companies to turn
raw data into useful information. By using software to look for
patterns in large batches of data, businesses can learn more
about their customers to develop more effective marketing
strategies, increase sales and decrease costs. Machine learning
depends on effective data collection, warehousing, and com-
puter processing [1].

Machine learning involves exploring and analyzing large
blocks of information to glean meaningful patterns and trends. It
can be used in a variety of ways, such as database marketing,
credit risk management, fraud detection, spam Email filtering,
or even to discern the sentiment or opinion of users [2].

The most popular algorithms of machine learning are rep-
resented in Figure 3.

. A

y K Nearest Neighbors )
{ Algorithm SVM Algorithm
1D3 Algorithm °

C4.5 Algorithm

Naive Bayes )
Algorithm

Statistical Procedure
Based Approach

Figure 3. Classification Methods

Machine learning algorithms are able to be whether super-
vised or unsupervised.

Supervised learning: Algorithms that need a ‘training’ set of
data to learn.

Unsupervised learning: Algorithms that don’t need any
training data to work properly.

Here are the main types of algorithm that is going to be used.

Classification: These algorithms put the existing data (or
past data) into various ‘classes’ (hence classification) based on
their attributes (properties) and use that classified data to make
predictions.

Accuracy = TP+TN/TP+FP+FN+TN

Precision = TP/TP+FP

Recall = TP/TP+FN
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F1 Score = 2*(Recall * Precision) / (Recall + Precision).

K Nearest Neighbor Algorithm. K-Nearest Neighbors, or
KNN for short, is one of the simplest machine learning algo-
rithms and is used in a wide array of institutions. KNN is a
non-parametric, lazy learning algorithm. When we say a
technique is non-parametric, it means that it does not make
any assumptions about the underlying data. In other words, it

X_train, X_test, y_train,

from sklearn.neighbors import KNeighborsClassifier

knn = KNeighborsClassifier(51)

y_test = train_test_split(X,y,

makes its selection based off of the proximity to other data
points regardless of what feature the numerical values repre-
sent. Being a lazy learning algorithm implies that there is
little to no training phase. Therefore, we can immediately
classify new data points as they present themselves [3].
Implementation in Python KNN algorithm. Let’s explore
our cardiovascular dataset in KNN algorithm in Figure 4.
test_size=0.2,

random_state = 1,stratify =y)

re is no big difference between 11th and 33th k neighbours only 57% is predicted

X_test[1:2]

array([[5.3647e+84,
l.6580e+82,
2.0ee0e+08,

1.9730e+24, 1.0008e+00,
1.0000e+82, 1.0000e+00,
1.e000e+808]])

knn.fit(X_train, y_train)

KNeighborsClassifier(algorithm="auto"',
metric_params=None,
weights="uniform")

y_preds = knn.predict(X_test)

for i,j in zip(y_test, y_preds):

print(‘'real: ', i, ' predicted: ',j)

1.47008e+02,
1.0080e+00, 0.0000e+00,

5.8e0Be+01,

leaf_size=38, metric="minkowski',
n_jobs=None,

n_neighbors=51, p=2,

Figure 4. KNN

The first step to import KNeighborsClassifier in order to
analyze dataset and find optimal accuracy for dataset. At the
beginning it was tried to use 11 and 33 neighbors. However,
an accuracy was not as it was expected. As a result, it has
been noticed that there is no big difference between 11th and
33th k neighbors only 57% is predicted.

precision recall fl-score support

Not cardio 9.59 8.59 0.59 7004
cardio 9.59 0.58 0.59 6996
accuracy 0.59 140080
macro avg 9.59 0.59 8.59 140080
weighted avg 8.59 9.59 8.59 14008

Figure 5. KNN, Confusion matrix and classification report

Figure 5 is shown accuracy score better predicted in the
nearest neighbors 51 but in 55 it is getting worse. In order to
predict better result, we need find the best option here. Be-
fore 51 it was tried all classifiers but accuracy was only be-
tween 56-57, the best result was shown only here, anyway 58
it is not tending to be a good prediction. As a result, you are
able to see here accuracy result is about 59% which is not
bad, but still need some good options to increase result.
Result: Accuracy of KNN is 59%.

Logistic Regression. Logistic regression is a classification
algorithm used to assign observations to a discrete set of
classes. Some of the examples of classification problems are
Email spam or not spam, Online transactions Fraud or not
Fraud, Tumor Malignant or Benign. Logistic regression
transforms its output using the logistic sigmoid function to
return a probability value [4].
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Logistic regression defined as the «Sigmoid functiony» or
also known as the «logistic function» instead of a linear
function. Figure 6 is represented Sigmoid function, which
defines Logistic regression.

1
lte”

L0 P

Sigmoid Function o(z) =

0.0

z=Ywx +bias

Figure 6. Sigmoid function

Implementation of Logistic Regression algorithm in Py-
thon. To explore our dataset by logistic Regression algo-
rithm, there is been added method import LogisticRegres-
sion. Figure 7 is shown source code of importing methods
and clusters in Python. Accuracy of logistic regression classi-
fier on test set: 0.71(71%). This accuracy is better than KNN
which has shown only 57%.

In the next Figure 8 we able to see confusion matrix and
classifation reports.

The result of confusion matrix comparing KNN and Lo-
gistic Regression it is definitely better confusion matrix in
Logistic regression 5255+1749>2323+1749 in KNN we are
able to see following result in confusion matrix
4154+4082>2914+2850, as a result confusion matrix of Lo-
gistic Regression is found as the best. In Classification report
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of Logistic Regression there is precision 69%, recall 75%, fl1
score 72% higher than in KNN here following classifiers pre-

from sklearn.linear_model import LogisticRegression
from sklearn import metrics

logreg = LogisticRegression()
logreg.fit(X_train, y_train)

cision 59%, recall 59%, f1 score 59% constantly. Precision
better predict for 10% defense, recall 16%, f1 score 13%.

C:\Users\user\Anaconda3\lib\site-packages\sklearn\linear_model\logistic.py:432: FutureWarning: Default solver will be change

d to 'lbfgs' in ©.22. Specify a solver to silence this warning.

FutureWarning)

LogisticRegression(C=1.0, class_weight=None, dual=False, fit_intercept=True,
intercept_scaling=1, 11_ratio=None, max_iter=160,
multi_class="'warn', n_jobs=None, penalty='l2",
random_state=None, solver='warn', to0l=0.0001, verbose=80,

warm_start=False)

y_pred = logreg.predict(X_test)

print('Accuracy of logistic regression classifier on test set: {:.2f}'.format(logreg.score(X_test, y_test)))

Accuracy of logistic regression classifier on test set: ©.71

Figure 7. Logistic regression

precision recall fl-score  support

e 8.68 8.73 8.70 7004

1 e.71 0.66 0.68 6996

accuracy 8.69 14600
macro avg 8.69 08.69 8.69 14000
weighted avg 8.69 0.69 08.69 14000

Figure 8. Logistic Regression, Confusion matrix and classifi-
cation report

Let’s visualize True and Positive Rate False Negative
Rate as well in Figure 9.

from sklearn.metrics import roc_auc_score

from sklearn.metrics import roc_curve

logit_roc_auc = roc_auc_score(y_test, logreg.predict(X_test))

fpr, tpr, thresholds = roc_curve(y_test, logreg.predict_proba(X_test)[:,1])
plt.figure()

plt.plot(fpr, tpr, label='Logistic Regression (area = %@.2f)" % logit_roc_auc)
plt.plot([e, 1], [e, 11,'r--')

plt.xlim([e.e, 1.0])

plt.ylim([©.8, 1.85])

plt.xlabel('False Positive Rate')

plt.ylabel('True Positive Rate')

plt.title( 'Receiver operating characteristic')

plt.legend(loc="lower right")

plt.savefig('Log_ROC')

plt.show()

Receiver operating characteristic

True Positive Rate

e = Logistic Regression (area = 0.69)

0.0 0.2 04 06 08 10

Figure 9. True Positive Rate and False Negative Rate of Lo-
gistic Regression

To sum up, | would probably choose in my case logistic
regression, as a result it seems to make better prediction from
59% to 69%.

Result: Accuracy of Logistic Regression is 69%.

Support Vector Machine. The objective of the support
vector machine algorithm is to find a hyperplane in an N-
dimensional space (N — the number of features) that dis-
tinctly classifies the data points. To separate the two classes
of data points, there are many possible hyperplanes that
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could be chosen. Our objective is to find a plane that has the
maximum margin, i.e. the maximum distance between data
points of both classes. Maximizing the margin distance pro-
vides some reinforcement so that future data points can be
classified with more confidence [5].

In SVM, we take the output of the linear function and if
that output is greater than 1, we identify it with one class and
if the output is -1, we identify is with another class. Since the
threshold values are changed to 1 and -1 in SVM, we obtain
this reinforcement range of values ([-1,1]) which acts as
margin. In Formula 1 there is Hinge loss function.

o(x y»(x)):{

Implementation in Python SVM algorithm. The earliest
step we need to start with, is to import SVM. This method is
used to call classifier SVC svclassifier = SVC ().

plt.scatter(X_train[:, 0], X_train[:, 4], c=y_train, cmap =
'spring’). Following code represents scatter plot that will
show visualization of data, which is shown in Figure 10.

0, fyxf(x)>1

1-y=*f(x), else @

In [98]:

Out[98]: <matplotlib.collections.PathCollection at ©x20594c93848>
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0 20000 40000 60000 80000 100000

Figure 10. Scatter plot of dataset

For SVM is used 2 types of kernel sigmoid and rbf. Fur-
thermore, it has got 2 accuracy results, confusion matrix and
classifier report as well. Figure 11 is shown report of SVM
rbf classifier report.

M plt.scatter(X_train[:, @], X_train[:, 4], c=y_train, cmap = 'spring')
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precision recall fl-score support

° .61 ©.54 .57 7004

1 8.59 0.66 9.62 6996

accuracy 0.60 14000
macro avg ©.60 @.60 ©.60 l4e00
weighted avg 9.60 2.60 0.60 14000

Figure 11. SVM, rbf, Confusion matrix and classification re-
port

As a result, it is clear that accuracy of rbf kernel for SVM
is about 60% macro and weighted average the same 60%
which better than in KNN which was 59% but worse than
Logistic Regression which was 71%. Precision is 61% recall
seems worse only 54% and support there are 7004 for O tar-
get. For target 1 result in precision worse 59% but recall 66%
and f1-score 62%, support only 6996.

Now Figure 12 is presented Confusion matrix and classi-
fication report of SVM for sigmoid classifier. svclassifierl =
SVC(kernel='sigmoid") this following code is used to identify
result for sigmoid.

precision recall fl-score support

=] 0.51 8.58 @.51 7004

1 9.51 .51 .51 6996

accuracy e.51 14eee
macro avg 8.51 8.51 8.51 14000
weighted avg 0.51 ©.51 e.51 14000

Figure 12. SVM, sigmoid, Confusion matrix and classification
report

For cardiovascular dataset rbf classifier is better than
sigmoid accuracy in rbf 0.508 accuracy in sigmoid 0.5995
comparing confusion matrix (sigmoid) 3535 3469] [3419
3577] correct predictions 7112>6888 negative predictions
comparing confusion matrix (rbf) [3782 3222] [2385 4611]
correct predictions 8393>5607 negative predictions precision
51% in sigmoid, precision 61% in rbf recall no big difference
50% and 54% in rbf f1 51% f1 57% in svm kernel rbf.

Result: Accuracy of SVM kernel = rbf is 60%.

Naive Bayes. A Naive Bayes classifier is a probabilistic ma-
chine learning model that’s used for classification task. The crux
of the classifier is based on the Bayes theorem. In the following
formula 2 you are able to see Bayes theorem about Using Bayes
theorem, we can find the probability of A happening, given that
B has occurred. Here, B is the evidence and A is the hypothesis.
The assumption made here is that the predictors/features are
independent. That is presence of one particular feature does not
affect the other. Hence it is called naive [6].

P(BIAPA)

PE) @

P(A|B) =

Implementation in Python Naive Bayes algorithm. In this
Naive Bayes algorithms are used three types of classifiers,
such as Bernoulli Naive Bayes with following source code:

1. from sklearn.naive_bayes import BernoulliNB

2. from sklearn.model_selection import train_test_split

3. bnb = BernoulliNB(binarize=0.0)

4. After that has been used Multinomial Naive Bayes
with following source code:

5. from sklearn.naive_bayes import MultinomialNB

6. from sklearn.model_selection import train_test_split

7. mnb = MultinomialNB(alpha=0.01)

17

8. The last one Gaussian Naive Bayes with following
source code:

9. from sklearn.naive_bayes import GaussianNB

10. gnb = GaussianNB().

In Figure 12 is demonstrated accuracy 57% for Gaussian
Naive Bayes. Moreover, there is confusion matrix with not
bad result and recall with 95% in classification result which
the best comparing with others.

Accuracy: precision recall fl-score support
2] 0.54 8.95 0.69 7004
1 8.78 .19 0.38 6996
accuracy 8.57 l4e00
macro avg 9.66 .57 .49 14600
weighted avg 9.66 8.57 0.49 14000

Figure 13. Gaussian Naive Bayes, Confusion matrix and clas-
sification report

In Figure 14 is demonstrated Bernoulli Naive Bayes accura-
cy 52% with the same precision and fl1-score as well. It seems
Gaussian is better for the following dataset than Bernoulli.

Accuracy: precision recall fl-score support
] 9.51 9.82 0.63 7004
1 9.55 9.22 0.31 6996
accuracy 0.52 14000
macro avg 0.53 9.52 0.47 14000
weighted avg 9.53 0.52 0.47 14000

Figure 14. Bernoulli Naive Bayes, Confusion matrix and clas-
sification report

Decision Tree. Decision tree can be used to visually and
explicitly represent decisions and decision making. As the
name goes, it uses a tree-like model of decisions. Though a
commonly used tool in machine learning for deriving a strat-
egy to reach a particular goal, it’s also widely used in ma-
chine learning, which will be the main focus of this article.
Growing a tree involves deciding on which features to
choose and what conditions to use for splitting, along with
knowing when to stop. As a tree generally grows arbitrarily,
you will need to trim it down for it to look beautiful [7].

Implementation of Decision Tree algorithm in Python. To
implement DT in Python we need to import it via this code:

from sklearn.tree import DecisionTreeClassifier

In Figure 15 Accuracy result is shown as 64% which bet-
ter than KNN and SVM, Naive Bayes as well.

from sklearn.tree import export_graphviz
clf = DecisionTreeClassifier()

k1f = clf.fit(X_train,y_train)

y_pred = clf.predict(X_test)

y_pred

array([1, @, ©, ..., @, @, 1], dtype=int64)

print("Accuracy:",metrics.accuracy_score(y_test, y_pred))

Accuracy: ©.641

Figure 15. DT accuracy

If we use DT entropy it is showed better result in Accura-
cy with 73% with following code:

clf = DecisionTreeClassifier
max_depth=3) in Figure 16.

(criterion="entropy",
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clf = DecisionTreeClassifier(criterion="entropy"”, max_depth=3)

clf = clf.fit(X_train,y_train)

y_pred = clf.predict(X_test)

print("Accuracy:",metrics.accuracy_score(y_test, y_pred))

Accuracy: ©.7288571428571429

Figure 16. DT(entropy) accuracy

In Figure 17 below it is represented Decision Tree of our
dataset.

Result: Accuracy of Decision Tree is 73%.

Random Forest. Random forest, like its name implies,
consists of a large number of individual decision trees that
operate as an ensemble. Each individual tree in the random

graph.write_png(‘'cardio.png')
Image(graph.create_png())

forest spits out a class prediction and the class with the most
votes becomes our model’s prediction [7].

Implementation in Python Random Forest algorithm. As we
know it starts from importing classifier with following code:

from sklearn.ensemble import RandomForestRegressor

regressor RandomForestRegressor(n_estimators=20,
random_state=0)

regressor.fit(X_train, y_train)

y_pred = regressor.predict(X_test)

In the Random Forest Mean
0.3650785714285715

Mean Squared Error: 0.19626714285714283

Root Mean Squared Error: 0.4430204767921488.

Absolute  Error:

ap_| p_his 129, 5
entropy = 1.0
samples = 56000
value = (28017, 27983]
_class=0

age = 198435
entropy = 0.902
samples = 32976
value = [22488, 10488]

class = 0

value = [7327, 6772]

samples = 19877
value -L'SQGI 4718)
class =0

olse

ap_his 1385

samplo = 23024
5=

value = [5529, 17495]

58 = 1

cholesterol < 2.5
entropy = 0.973
samples = 7471
value = [3011, 4460]

class =1

=0.9

entropy = o 784 entropy = 0.985 entropy = 0.978 entropy F
samples = samples = 848 samples = 11755 samples = 1344 samples = 6072
value = (14799 42301 value = [362, 486) value = [6902, 4853] value = [425, 919] value = [2727, 3345)
class =1

class =0 class = 1 class = 0

entropy = 0.993

class =1

Figure 17. Visualization of DT

Random Forest gives the same accuracy as Decision Tree
73% in Figure 18 it is shown.

from sklearn import metrics

print("Accuracy:" ,metrics.accuracy_score(y_test, y_pred))

Accuracy: 0.728

Figure 18. RF accuracy
Result: Accuracy of Random Forest is 73%.

3. Results and discussion

In the previous section, we implemented the main
algorithms of machine learning and tested them with a
medical dataset. As a result of testing, the accuracy
indicators of the algorithms turned out to be different. Their
accuracy indicators are shown in Table 1.

Table 1. Accuracy of ML algorithms

Ne | Machine learning algorithm Accuracy
1 KNeighborsClassifier 59%
2 Logistic Regression 69%
3 Support Vector Machine kernel=sigmoid = 51%
4 | Support Vector Machine kernel = rbf 60%
5 Gaussian Naive Bayes 57%
6 Bernoulli Naive Bayes 52%
7 Decision Tree 73%
8 Random Forest 73%
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As shown in Table 1, the best accuracy algorithms are
Decision Tree and Random Forest, accuracy=73%. During
the test, two types of the Naive Bayes method were
considered and two different parameters of the Support
Vector Machine algorithm were tested. But their accuracy is
not higher than Decision Tree algorithm. Random Forest ia
an ensemble implementation of Decision Tree algorithm.

4. Conclusions

This paper consists of all main methods and algorithms of
Machine learning in order to correctly use a medical dataset
and get some essential information from useless information.
In this article were given following algorithms of Machine
learning such as KNN, SVM, DT, RF, Naive Bayes and
Logistic Regression. The results were quite surprising. Accu-
racy of all algorithms were not less than 50% and not higher
than 73%. The best result was demonstrated by Decision
Tree and Random Forest they have shown the same result
73% and Logistic Regression had slightly fewer percentages
as about 71%. The worst result has represented by Naive
Bayes only 57% whereas KNN had shown 59%.

To sum up, | would probably say that Decision Tree algo-
rithm and Random Forest made perfect job for dataset cardi-
ovascular_train.csv. | suppose, it happened because of
datatypes and our target which was Boolean 1 and 0.
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Abstract. Autonomous driving technologies have garnered significant attention in recent years, promising transformative
impacts on transportation systems. The landscape of transportation is undergoing a profound transformation with a focus on
achieving autonomy in vehicles, ranging from advanced driver assistance systems (ADAS) to the ambitious goal of fully au-
tonomous vehicles. This article delves into the complexity of autonomous driving, exploring both the advancements driving
this paradigm shift and the intricate challenges impeding its seamless integration into daily life. The journey toward autonomy
involves breakthroughs in sensor technology, artificial intelligence, and connectivity, with a crucial emphasis on sensor fusion
for precise navigation. The review highlights key advancements in machine learning, computer vision, and sensor technologies
that underpin autonomous driving systems, offering insights into their current capabilities and limitations. The synthesis of this
review aims to provide a holistic understanding of the current state of autonomous driving, facilitating informed discussions
among researchers, practitioners, and the broader public. By shedding light on both achievements and challenges, this paper
contributes to the ongoing discourse on the future of autonomous driving and informs the development of strategies to address

the complexities inherent in achieving widespread adoption of this transformative technology.
Keywords: autonomous driving, self-driving vehicles, artificial intelligence, sensor fusion, deep learning.

1. Introduction

The landscape of transportation is undergoing a transform-
ative shift, marked by the relentless pursuit of autonomy in
vehicles. From cutting-edge advanced driver assistance sys-
tems (ADAS) to the ambitious vision of fully autonomous
vehicles, delivery robots, the automotive industry is at the
forefront of technological innovation. In this article, we delve
into the intricate tapestry of autonomous driving, examining
both the common practices that propel this paradigm shift and
the multifaceted challenges that cast a shadow on its seamless
integration into our daily lives.

The journey towards autonomous driving has been charac-
terized by a convergence of breakthroughs in sensor technolo-
gy, artificial intelligence and deep learning algorithms, con-
nectivity, and mapping. Vehicles equipped with an array of
sensors, including cameras, LiDAR, radar, and ultrasonic
sensors, engage in the intricate dance of sensor fusion. This
practice involves the meticulous integration of data from di-
verse sensors, creating a composite and nuanced understanding
of the vehicle's surroundings. Sensor fusion is the linchpin of
perception for autonomous driving, allowing to navigate the
complex and dynamic environment with high precision and
error tolerance.

However, according to Muhammad et al. significant im-
provements in sensor fusion technologies and hardware manu-
facturing still demand further attention in research and aca-
demia before full industry deployment as it serves the key role
in reducing road accidents and saving human lives [1]. For
instance, only in Kazakhstan approximately 15 thousand peo-
ple were injured because of over 10 thousand road incidents
occurring in the preceding year [2]. There has been a notable
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https://ce.journal.satbayev.university/. Published by Satbayev University

21% increase in deaths counts. Further analysis suggests that
over 86% of accidents are caused by drivers.

Machine learning and artificial intelligence technologies
empower deep neural networks to learn from vast datasets,
adapt to diverse driving conditions, and make split-second
decisions. This can hopefully dramatically reduce the number
of road accidents and subsequent deaths. According to the
National High-way Traffic Safety Administration (NHTSA),
over 94% of incidents are usually caused by human errors [3].
The advent of deep learning, the widespread deployment of
Automated Driving Systems (ADSS) is projected to reduce not
only the number of accidents, but also atmospheric emissions,
stress, increase traffic efficiency and overall social wellbeing
by nearly $800 billion in monetary value by 2050 [4].

Despite these notable strides, the road to fully autonomous
driving is fraught with challenges that demand meticulous
consideration. Safety concerns loom large, requiring the indus-
try to address unpredictable variables such as adverse weather
conditions, erratic human drivers, and unexpected obstacles.
Striking a balance between achieving technological reliability
that matches or surpasses human drivers in all situations and
ensuring the utmost safety is a formidable challenge.

The regulatory and legal landscape presents another intri-
cate puzzle. The accelerated pace of technological develop-
ment has outpaced the establishment of comprehensive
frameworks governing autonomous driving. Questions of
liability in the event of accidents, data privacy, and the stand-
ardization of testing procedures demand urgent attention to
facilitate the widespread adoption of autonomous vehicles.
Harmonizing these regulations on a global scale emerges as a
pressing necessity.

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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Ethical dilemmas cast a philosophical shadow on the path
to autonomy. Autonomous vehicles are confronted with situa-
tions where moral decisions must be made, such as choosing
between minimizing harm to the vehicle occupants and avoid-
ing harm to pedestrians. Resolving these ethical conundrums
requires a delicate balance between societal values, legal con-
siderations, and technological capabilities.

In an era where vehicles are increasingly connected and re-
liant on software, cybersecurity risks add an additional layer of
complexity. Autonomous vehicles, with their extensive net-
work connectivity, become susceptible to hacking, potentially
leading to severe consequences. Establishing robust cyberse-
curity measures to protect vehicle systems from unauthorized
access and manipulation is an ongoing challenge that requires
constant vigilance.

As we navigate through the intricate landscape of autono-
mous driving, it becomes evident that this technological fron-
tier is not merely a convergence of hardware and software but
a holistic reimagining of transportation. The promise of safer,
more efficient, and accessible mobility beckons, but not with-
out overcoming the intricate web of challenges that intertwine
with progress. Researchers, engineers, policymakers, and
society at large are integral players in this transformative nar-
rative, shaping the future of autonomous driving.

1.1. Autonomous driving prospects and social challenges

The widespread adoption of ADSs is imminent. According
to Moreno et al. the availability of vehicles results in increased
financial and biodiversity burden to cities [5]. Moreover, re-
cent COVID-19 events have sped up Artificial Intelligence
(Al) adoption and subsequently greater enhancements of Deep
Learning (DL) algorithms. This has led to the re-emergence of
an old concept of smart cities or rebranded as the «15-Minute
City», closely discussed by Moreno et al. in his work. He
mentions that this concept has been depicted as the Sustainable
Development Goal 11 of United Nations. And one of the sub-
goals revolves around removing or, at least, replacing non-
green vehicles from cities with their electric counterparts.
Consequently, this leads to autonomous driving as new oppor-
tunities arise.

Yurtsever and his team foresees the following potential
impacts on society [6]:

1) ADSs will help mitigate traffic accidents, improve traf-
fic efficiency, and reduce emissions by stabilizing the city
ecosystem.

2) A new opportunity shall arise revolving around Mobility
as a Service (MaaS), which already has a noticeable impact on
logistics.

However, Maas can also play a major role in other areas of
human life, not limited to logistics. Potentially, with an in-
creased growth of elderly people, ADSs technology can help
them improve their quality of life and productivity. Not to
mention a steady shift towards MaaS consumption by masses
as opposed to vehicle-ownership. According to Yurtsever’s et
al. research, vehicle ownership is projected to become 50:50
by 2030.

As ADSs become more advanced and intricate, they gain
the ability to operate in indeterministic environments. With its
fast-paced evolution, there is a need to monitor and classify the
level of automation. According to the Society of Automotive
Engineers (SAE) there are 5 levels of driving automation. The
taxonomy mentions level zero as no automation at all. It’s up
to the driver to handle every aspect of driving. Level one de-
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picts primitive driver assistance, whereas level two includes
partial automation. These systems usually have emergency
braking and collision avoidance mechanisms integrated into
vehicles to support the drivers in emergency situations. SAE
note that the difficulties start arising from level three and up-
ward.

The challenge of level three automation lies in conditional
automation: in cases when the driver needs to take over the
control during an emergency. In addition, level three automa-
tion is limited to certain operational domains. For example,
highways. During an investigation, it has been proven that the
control takeover from automated mode to manual mode usual-
ly results in traffic accident risks. Thus, this is yet to be solved.

Level four automation adds on a whole new complexity
layer on top of existing technology. It includes automatic de-
parture, parking, and routing. Level five automation steps up
the game by making the vehicle operate seamlessly on any
road network, any weather condition or indeterministic situa-
tions. Nonetheless, both levels of automation require special
domain infrastructure to operate well. At the current state of
urban roads, the environmental variables are still highly inde-
terminate, which are difficult to predict accurately.

For example, Tesla’s ADS failed to differentiate a white
truck colliding with the vehicle and killing the driver [8].
Therefrom arise the ethics dilemma: who’s responsible, and
how the system should normally behave? Should it prioritize
the driver’s wellbeing or the pedestrians. These questions need
careful consideration.

2. System components and architectures

This chapter describes the software and hardware used by
the ADS researchers, developers and engineers and their
intrinsic details. We explore the intricacies of deep learning-
based decision-making architectures and their components.
ADS are designed to operate independently by processing
streams of incoming data from different on-board sensors.
These can include cameras, radars, global positioning sys-
tems (GPS), light detection and rangings (LiDARS), ultrason-
ic sensors and many more.

Various components of ADS architectures are usually
based on Al and Deep Learning technologies but are not
limited to these. Sometimes a classical approach is taken that
involves non-learning-based components. Nonetheless, these
systems still have a common architecture at its core: percep-
tion, localization, high-level planning, low-level planning
(behavior arbitration) and motion controllers. The system
may consist of an end-to-end learning approach where the
sensory input data is mapped to motion controllers or of an
action pipeline-based approach where decisions are comput-
ed in a pipeline-based fashion [9].

2.1. Key technologies

The ADS systems involve multiple components such as
computer systems, robotics, mechanical engineering, machine
and deep learning, communication, systems engineering and
many more resulting in a complex autonomous device of its
own. The actual computing system usually includes a set of
similar technologies to benefit from its advantages and over-
come the disadvantages of the devices on-board. For example,
the ADS system usually includes a variety of sensors: cameras,
radar, LIDAR, ultrasonic sensors, and GPS.

Cameras play a pivotal role in the sensor suite of auton-
omous vehicles, contributing to their ability to perceive and
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interpret the surrounding environment. Cameras are primari-
ly employed for environmental perception, capturing visual
information from the vehicle's surroundings. They act as the
«eyesy of the autonomous system, providing a real-time feed
of the road, traffic, pedestrians, and other relevant objects.
The cameras give a straightforward 2D view of the surround-
ings, making it useful for object classification and lane detec-
tion. Lane markings, road edges, and other lane-related in-
formation are extracted from the camera feed. Additionally,
cameras contribute to tracking the vehicle's position within
the lane and adjusting its trajectory accordingly. However,
cameras also face challenges such as adverse weather condi-
tions, low-light situations, and potential occlusions. To miti-
gate these challenges, sensor fusion and redundancy strate-
gies are often employed, combining camera data with infor-
mation from other sensors to enhance overall reliability and
safety in autonomous driving systems.

Whereas cameras capture visual information in the form
of images or video frames using visible or infrared light,
radars use radio waves to detect objects and measure their
distance, speed, and angle. They provide long-range detec-
tion and are less affected by environmental conditions but
typically have lower resolution. The generated data size of
radars is small: around 10-100 KB per second [10].

Like radars, LiDARs emit laser beams to measure the time
it takes for the light to reflect off objects, providing precise
distance and 3D mapping. They have long-range detection and
high resolution in three dimensions, providing detailed spatial
information. The performance is also notably good. LIiDARS
are widely used in object detection, distance estimation and
edge detection of still objects. The sensor is less effected by
weather conditions than camera, but the competitive cost is
high, which restricts its wide adoption in ADS.

2.2. Critical ADS tasks

The utilization of machine learning, particularly deep
neural networks, is a cornerstone in autonomous driving. The
entire task of navigating through a city can be subdivided
into six major components: road detection, lane detection,
vehicle detection, pedestrian detection, collision avoidance
and traffic sign detection.

Road detection aims at recognizing road boundaries and
other areas where autonomous vehicles are allowed to drive. A
common practice is to use convolutional neural networks
(CNNs) for such tasks. There are also other works presenting
an end-to-end model called RBNet for road detection in a
single network [1]. Lane detection, like road detection, is re-
sponsible for keeping within the vehicle lane on roads, thus,
ensuring vehicle safety and minimizing risk of collision.

Vehicle and pedestrian detection are vital part of ADS sys-
tem. It must recognize other vehicles and objects, and estimate
their sizes, shapes, and relative speed to navigate around the
city. Pedestrian-vehicle accidents are a common issue. The
ADS need to learn to differentiate humans from other objects,
track all possible pedestrians to avoid collision. Wang et al.
proposed a new system with pedestrian body parts semantic
detection using DNNs and contextual information to build
accurate location [11].

2.3. ADS architectures

A robust architecture is directly responsible for ADS sys-
tem performance. It defines how the entire system is controlled
and managed. A good system architecture can help autono-
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mous vehicles computer and analyze voluminous amounts of
data more efficiently and produce better predictions. There are
many approaches to how to design these systems.

One popular approach is an ego-only system. This system
carries all the necessary technology on board and is inde-
pendent of other ADS vehicles, always making driving deci-
sions in a single self-sufficient manner. Whereas connected
ADS may or may not depend on each other, which is decided
by the infrastructure and situation on the road, and the need
to exchange the information when such arises.

Another approach is a modular system [12]. It is struc-
tured as a pipeline linking together different components of
sensory input. The typical pipeline looks like feeding data
streams from sensors into object detection and locations
modules. The produced information is then used for scenery
prediction and navigation; decision-making is generated and
fed to the control module. The advantage of such a system is
in its modularity, but so is its disadvantage: the error is prop-
agated along the entire pipeline with small errors resulting in
major system failures.

The third approach was mentioned earlier: end-to-end driv-
ing. This approach revolves around the model trying to imitate
an expert human driver. This approach is not fully end-to-end
though, as it needs an additional step to generate the driving
actions. But the question here is should the ADS system drive
like a human or not? The end-to-end driving approach is an
emerging promising technology. It learns to interact with the
environment through repeated failures, but lacks safety-
measures and interpretability, making it unpopular.

3. Challenges and corner cases

The pursuit of autonomous driving technology leads to
groundbreaking advancements and rapid adoption, equally, a
spectrum of intricate challenges and corner cases. As engi-
neers and researchers push the boundaries of innovation, they
grapple with scenarios that transcend the ordinary, demand-
ing solutions that can navigate the unpredictable intricacies
of real-world environments.

In recent years, the number of news or road accidents in-
volving ADS systems that led to fatalities has increased.
Early adoption of self-driving vehicles had led to five cases
of ADS failures: four of which are attributed to Tesla and
one to Uber [13]. The first two cases happened in 2016. The
autopilot failed to recognize the truck in both cases, taking it
for open space the second time. On the third incident the
ADS system failed to recognize the highway divider in 2018.
And in 2019 the autopilot crashed unable to recognize the
semitrailer. With regards to Uber, the ADS system failed to
recognize pedestrians walking.

There are many challenges that researchers and engineers
must overcome to make automated driving safe. One such
challenge is how to handle irrational or unpredictable human
behavior. Human drivers remain a formidable challenge for
autonomous systems. From unpredictable decision-making at
intersections to sudden lane changes, interpreting and pre-
dicting human actions present complex challenges that re-
quire nuanced solutions. Handling the idiosyncrasies of hu-
man behavior in diverse cultural and driving contexts adds an
additional layer of complexity.

Another challenge is adverse weather conditions. More
particularly, poor illumination and changing appearance. The
main drawback of using cameras has to do with lighting
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conditions. It is inherently difficult to deal with low-light
conditions. For example, snow may drastically change the
appearance of city streets or roads, hiding the key features of
scenes such as road lanes. To solve this issue, a sensor fusion
strategy is employed as described above. Although, these
strategies are not robust. Driving in direct sunlight may cause
problems to ADS vision systems anyway as it is also suscep-
tible to direct sun glare. Paul et al. proposed a combination of
HDR algorithms to improve autopilot’s performance [14].

There is also an ongoing debate on how to handle failure
detection and diagnostics. How to define sensor failure?
What constitutes failure? There is no pre-defined standard.
Moreover, there is no reliable study or standard on how to
detect sensor failures. Even if the sensors are working
properly, how should the sensor data failure be detected in
real time scenarios? The sensors may be working correctly,
but the generated data may not reflect the actual scenario. An
example may be sensor blocking or occlusion. The last type
of failure is algorithmic. Hazardous weather conditions may
directly affect algorithm’s performance. Sometimes utilizing
priorly collected information is important. Therefore, devel-
oping robust algorithms still proves to be a challenge.

Autonomous driving systems also pose a new challenge
to their developers: cyberattack protection. With a wide
adoption of autonomous cars cybersecurity becomes an im-
portant part of ADS. There is no absolute security, but basic
protection from spoof attacks, denial of service makes it vital
for human safety. The data streams must be checked before
proceeding further to sensor fusion. For instance, an occlud-
ed roadblock detected by radars may be corrected by the
camera data and vice versa.

Lastly, the final issue is to manage ADS energy con-
sumption, effectiveness, and costs. Finding the balance be-
tween the three proves to be a real challenge.

4, Conclusions

The journey toward autonomy is defined by break-
throughs in sensor technology, artificial intelligence, deep
learning algorithms, connectivity, and mapping. Sensor fu-
sion, a linchpin of perception in autonomous driving, intri-
cately weaves data from an array of sensors to create a nu-
anced understanding of the vehicle's surroundings. However,
the journey is not without its tribulations.

Safety concerns loom large, necessitating meticulous atten-
tion to unpredictable variables such as adverse weather condi-
tions, erratic human drivers, and unexpected obstacles. The
regulatory and legal landscape poses a puzzle, demanding
swift attention to establish comprehensive frameworks govern-
ing autonomous driving. Ethical dilemmas cast philosophical
shadows, requiring a delicate balance between societal values,
legal considerations, and technological capabilities.

The imminent widespread adoption of Automated Driv-
ing Systems (ADSs) holds promises and social challenges.
The advent of smart cities, propelled by Al adoption and
enhanced Deep Learning algorithms, envisions a shift to-
wards sustainable, efficient urban living. The rise of Mobility
as a Service (MaaS) emerges as a transformative force, po-
tentially improving the quality of life for the entire popula-
tion and reshaping the landscape of vehicle ownership.

The diverse architectures of ADSs, from ego-only sys-
tems to modular pipelines and end-to-end driving approach-
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es, offer insights into the myriad ways researchers and engi-
neers approach the design and functionality of autonomous
systems. Each architecture comes with its advantages and
challenges, emphasizing the need for ongoing innovation and
refinement.
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ABTOHOM/IBI KYPTi3yliH KaJIIbI TI;KipuOeaepi MeH MiHaeTTepiHe
1I0JIY

K. Caunos’, A. MonparynoBa
Satbayev University, Awvwamoi, Kazaxcman
*Koppecnonoenyus ywin asmop: Kirill.saidov.d@gmail.com

AHgaTna. ABTOHOMIBI JKYPIi3y TEXHOJIOTHSUIAPBI COHFBI KBUINApBl aWTapibIKTail Hasap aymaphll, Kemik XKyHenepine
TpaHChOpMAIMSIIBIK ocep eredi. Kok MHIyCTpHACH XYpPTi3yllire KoMeK KOpCeTyImiH O3BIK xyhenepiHeH (ADAS) Tombik
ABTOHOM[B! KOJNIKTEPiH ©pPIILT MaKcaThlHA NIeHiH KOJIKTepAiH aBTOHOMMSACBIHA KON KETKi3yre OarbITTalFaH TEpeH ©3-
repictepai 6actan kemripyne. by makamama aBTOHOMABI XKYPTi3yAiH KYpAENUJIiTiHe TepeHipeK YHUIIN, OChl MapaIurMaHbIH
aybICYBIHA OKEIIETiH KETiCTIKTEPIi Ie, OHBIH KYHIENIKTi eMipre Oipkeiki eHyiHe keaepri O0oIaThIH KYPAETi KUBIHIBIKTapabl 1a
3epTTeliMi3. ABTOHOMUSIFA anapaThlH JKOJI IJI HABUTalUsl YIIIH CeHcopyiapAbl OipiKTipyre MaHbBI3Abl Ha3ap ayaapa OTBIPHII,
CEHCOPJIBIK TEXHOJIOTHSJIAP, YKACAH/(bl HHTEJUICKT JKOHE KOMMYHHUKAIMsUIapJarsl JKeTicTikrepai kaMmTuasl. [llony MammHaHbl
OKBITY/IaFbl, KOMIIBIOTEPIIIK KOPY JKOHE CEHCOPJIBIK TEXHOJOTHSIAPAaFhl HET13r JKETICTIKTEp/i KOpCeTe i, ojlap aBTOHOMIBI
JKYPri3y )KyHenepiH Heri3zeiii )koHe oJlap/bIH Ka3ipri MyMKIHAIKTEpi MEeH HIEKTeYJIepi Typabl TYCiHIK Oepeai. by monyabiH
CHHTE31 3epTTeylIiIep, IPaKTUKTEP JKOHE JKANIbI )KYPTIIBUIBIK apachblHIa aklapaTTaHJbIpbUIFaH MiKipTanacka »apaeMieci,
ABTOHOM/IBI JKYPTIi3yIiH Ka3ipri jkaii-KyHiH TyTac TyCiHyAl KaMTamachl3 eryre OarbiTTanraH. JKericTikrepre ae, KUbIHABIKTapFa
Jla JKapbIK TYCIpe OTBIPHIN, OYJI KYXKAaT aBTOHOMBI KOJIK JKYPri3yAiH OoNaliaFbl Typaibl KaJIFAChI j)KaTKaH AUCKYpPCKa YIIec
KOCaJIbl XKOHE OCHI TPAHC(HOPMALUSIBIK TEXHOJOTUSHBI KCHIHEH SHT13yre TOH KHBIHABIKTapIbl LICIIyre apHAJIFaH CTPAaTerHs-
Jappl A3ipiey Typajbl Xabapiaipl.

Hezizzi co30ep: agmorHomObl KoMK, 63iH-63i OACKapamuik KOIIK KYpanoapbl, HCAcaHObl UHMENLeKn, CeHCOpaap, mepew
OKbIMY.

O030p pacnpocTpaHEeHHBIX MPAKTHK U 327124 ABTOHOMHOT0 BOK/IE€HUSA

K. Canzos”, A. Monzarynosa
Satbayev University, Arvameoi, Kazaxcman
*Aemop ons koppecnondenyuu: Kirill.saidov.d@gmail.com

AnHoTanus. B mocnenHue rojpl TEXHOJOTHH aBTOHOMHOTO BOKICHUS MPUBJICKIN K ce0e 3HAUYUTEIbHOS BHUMaHUE, 00e-
1as npeodpasyroiee BO3ACHCTBIE HA TPAHCIIOPTHBIE cUCTeMbl. TpaHcmopTHas cepa nmperepreBaeT riy0oKyo TpaHchopma-
U0 C aKIICHTOM Ha JOCTIDKCHHE aBTOHOMHOCTH TPAHCHOPTHBIX CPEICTB, HAUYMHAS OT IEPEIOBBIX CHCTEM IIOMOIIH BOAUTEIIO
(ADAS) u 3akaHYMBas aMOMIIMO3HOMU €TI0 CO3TaHUS MMONHOCTHI0 aBTOHOMHBIX TPAHCIIOPTHBIX CPEICTB. B 3TOM cTaThe MBI
YIIyOUMCSl B CIIO)KHOCTH aBTOHOMHOTO BOXKIICHHS, HCCIIENYS KaK TOCTH)KEHUS, CITIOCOOCTBYIONINE ATOMY CIBUTY MapaIiTMbl,
TaK ¥ CJOXHBIC MMPOOJIEMBI, MPETATCTBYIONINE €ro IUIAaBHONH HHTETPAIM{ B IOBCEIHEBHYIO KH3HB. IIyTh K aBTOHOMHOCTH
MpeIIoIaraeT MPOPBIBEI B CEHCOPHBIX TEXHOJOTHIX, HCKYCCTBEHHOM WHTEJUICKTE W CPEICTBAX CBS3H, IPH 3TOM PEIIAOIIHN
ynop Jenaercs Ha 00beAMHEHNE JAaTYUKOB JIJIsl TOUHOW HaBHTAIIMU. B 0030pe OCBEIMIAIOTCS KITFOUEBBIE JOCTHKEHHS B 00IacTH
MAaIIMHHOTO 00YYEeHHSI, KOMITBIOTEPHOTO 3pEHUS U CEHCOPHBIX TEXHOJOTHH, JIOXKAIIUX B OCHOBE CUCTEM aBTOHOMHOTO BOXK/IE-
HUS, a TaKoKe TpejyiaraeTcs MOHUMaHre UX TEKYIIMX BO3MOXKHOCTEH U orpanmdeHuil. O0o0menne 3Toro 0030pa HaIpaBJIeHO
Ha TO, 9TOOBI 00ECTICUNTH 1IEJIOCTHOE TIOHWMAHUE TEKYIIETO COCTOSHUSI aBTOHOMHOTO BOXKIEHHS, CIIOCOOCTBYsI HH(POPMHPO-
BaHHBIM JUCKYCCHSAM CPEIU HUCCIeN0oBaTeNIeH, MPAKTUKOB M IMIMPOKOW 00MIeCTBEHHOCTH. [IpomBasi CBET Kak Ha JTOCTHIKEHUS,
TaK W Ha MPOoOJIeMbl, TOT JOKYMEHT BHOCHUT CBOH BKJIAJ] B MIPOIOJIKAIOIIHIACS TUCKYPC O OYIyIieM aBTOHOMHOTO BOXKJCHUS U
nmaeT HHGOPMAIIMIO IS Pa3paOOTKU CTPATETHHl IS PEIICHHS CIIOXKHOCTEH, MPHUCYIIUX JTOCTHKCHUIO ITHPOKOTO BHEIPCHHUS
9TOU MPeoOPa3yIOIIEH TEXHOIOTHH.

Knroueevie cnoea: agmonoMHulii MpaHCROPM, CaMOYRpAsisiemMble MPAHCHOPMHble CPeOCmBea, UCKYCCMEEHHbI UHMEILIeKN,
ceHcopbl, enyboxoe odyuenue.
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Abstract. Education is an inherent entitlement of every individual. It refers to the process of acquiring knowledge about the
items in our surroundings. It facilitates comprehension and resolution of any issue, while promoting equilibrium in all aspects
of life. The field of education has seen significant transformations at all levels in the previous two decades. Several changes
have occurred as a result of the growing number of technological breakthroughs in both teaching methods and student learning
approaches. The emergence of artificial intelligence and machine learning has been a significant milestone in the progression
of technology. These two advanced technologies have impacted every aspect of human existence, including commerce, fi-
nance, communication, travel, health, and education. Indeed, it is certain that teachers and educators are indispensable. How-
ever, technology will inevitably bring about many alterations to the role of a teacher and to the most effective methods of in-
struction. This review focuses on the overarching topic of machine learning in the field of education.

Keywords: machine learning, educational predictive modeling, student outcomes, personalized learning, algorithmic ap-

plications, educational technology, learning analytics, predictive analytics.

1. Introduction

There has been a significant shift in the area of education
brought about by the use of machine learning algorithms into
educational predictive modeling. Traditional statistical tech-
niques, while their significance, have limits when it comes to
capturing the intricate dynamics of student learning. The
spread of machine learning has resulted in the development
of flexible approaches that are capable of identifying detailed
patterns and customizing educational experiences to meet the
specific needs of individual students.

Because education is inherently diverse and is always
growing, it requires technology that is adaptive in order to
properly handle the complexities of student performance,
engagement, and learning outcomes. The processing capacity
and unique algorithms that machine learning algorithms
possess make it possible for corporations and educational
institutions to take advantage of a wide variety of possibili-
ties that were previously unprecedented. The purpose of this
research is to investigate the historical development of ma-
chine learning in educational contexts, as well as investigate
its current applications and potential future applications [1].

Within the realm of education, the relevance of machine
learning extends well beyond the realm of predictive model-
ing. The use of data-driven decision-making, early interven-
tion tools, and adaptive learning environments are all includ-
ed in its scope. The purpose of investigating certain machine
learning algorithms, such as the interpretability of Decision
Trees and the ensemble strength of Random Forests, is to get
a comprehensive knowledge of the uses and limitations of
these algorithms in educational environments.

In spite of this, there are ethical implications that may be
drawn from this investigation. When it comes to the use of

© 2023. O. Adilbek, R. Satybaldiyeva
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student data, the reduction of bias, and the comprehension of
complex models, key focal areas emerge. It will be necessary
for the ethical framework that governs the use of machine
learning in educational settings to develop in tandem with the
progression of technology in the years to come [2].

It is possible to create opportunities for ongoing innova-
tion by anticipating impending advances, such as reinforce-
ment learning and natural language processing, among other
technological advancements. There is the possibility that the
use of machine learning in the field of education may lead to
a future in which education will be individualized, adaptable,
and comprehensive. The purpose of this study is not only to
get an understanding of the current state of affairs, but also to
encourage introspection on the ethical responsibilities and
transformative powers that are inherent in the mutually bene-
ficial link between education and machine learning.

The integration of machine learning algorithms and ped-
agogical predictive modeling signifies a significant paradigm
shift within the field of education. Although conventional
statistical methods are crucial, they are incapable of depict-
ing the intricate dynamics of student learning. The expansion
of machine learning yields versatile methods capable of
deciphering intricate patterns and customizing educational
experiences to meet the specific needs of each learner.

Education, being inherently diverse and ever-changing,
necessitates flexible technologies that can effectively navi-
gate the complexities associated with student engagement,
learning outcomes, and performance. Machine learning algo-
rithms, which are powered by sophisticated algorithms and
computer power, offer institutions and educators a set of
revolutionary tools. The objective of this study is to investi-
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gate the historical development, present-day applications,
and prospective developments of machine learning in the
context of education [1].

The significance of machine learning in the field of edu-
cation transcends predictive modeling and encompasses data-
driven decision making, adaptive learning environments, and
early intervention systems. An in-depth examination of spe-
cific machine learning algorithms, ranging from the inter-
pretability of Decision Trees to the ensemble strength of
Random Forests, is intended to impart a comprehensive un-
derstanding of their applications and constraints within edu-
cational settings.

Nevertheless, this inquiry is not devoid of ethical ramifi-
cations. The appropriate utilization of student data, the pre-
vention of bias, and the interpretability of complex models
arise as critical areas of emphasis. Moving forward, it will be
necessary to modify the ethical framework pertaining to
machine learning in education in tandem with technological
developments [2].

The ability to forecast forthcoming developments, such as
natural language processing and reinforcement learning,
generates prospects for continuous innovation. Integration of
machine learning into education bodes well for a future char-
acterized by personalized, flexible, and all-encompassing
learning. Beyond merely understanding the present state of
affairs, this research also aims to stimulate contemplation
regarding the revolutionary potential and ethical obligations
that are intrinsic to the symbiotic relationship between ma-
chine learning and education.

Furthermore, a considerable body of scholarship is dedi-
cated to forecasting student success in problem-solving or
course completion [12]. A variety of machine learning ap-
proaches, including decision trees, artificial neural networks,
matrix factorization, collaborative filters, and probabilistic
graphical models, have been used to create prediction algo-
rithms [15]. It is uncertain whether machine learning model
properly predicts students' performance, since different authors
have provided inconsistent findings about the algorithms'
prediction accuracy. In addition, previous research undertaken
by other authors has not established a machine learning model
that may be used to enhance students' learning outcomes.
Various machine learning algorithms exhibit varying levels of
accuracy when predicting students' performance.

There is no definitive model that has been shown to be the
most effective in correctly forecasting pupils’ academic
achievement. The disparity in prediction accuracy across dif-
ferent machine learning models may be attributed to variations
in socioeconomic variables affecting children, such as family
income, parental educational attainment, and the job situation
of students or their parents. When evaluating the accuracy of
different machine learning models in forecasting student per-
formance, it is crucial to consider the numerous elements that
might influence a student's academic success, such as personal,
socio-economic, and other environmental variables. Further-
more, the several machine learning algorithms failed to deter-
mine the optimal model for enhancing student performance.
The optimal approach for predicting performance and enhanc-
ing learning among students remains uncertain.

Many models primarily focused on forecasting students'
performance without considering measures to enhance stu-
dents' learning experience. The academic performance of
students is impacted by socioeconomic variables such as
family income, parental education level, and the work posi-
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tion of kids or their parents. However, these factors are not
considered when evaluating the accuracy of different ma-
chine learning models in forecasting students' performance.
Therefore, it is crucial to evaluate the precision and accuracy
of different machine learning models that can effectively
forecast students' academic performance, considering the
impact of socio-economic and demographic factors on learn-
ing outcomes.

Nomenclature:

SVM - Support Vector Machine

ANN - Artificial Neural Network

SLR - Systematic Literature Review

SRM - Structural Risk Minimization

DT - Decision Tree

ML - Machine Learning

RF - Random Forests.

2. Materials and methods

Due to the growing interest in forecasting student
achievement in educational institutions, scholars have made a
collaborative endeavor to ascertain the potential significant
factors that influence learners' performance.

The literature has extensively examined the impact of
many variables on pupils' ability to accurately anticipate
outcomes. The study primarily examined many factors in-
cluding past academic achievements, demographic character-
istics, student behavioral attributes, psychological variables,
family socioeconomic status, and school environment. The
systematic literature review (SLR) revealed that 57% of the
analyzed articles used past academic accomplishments and
demographic factors to predict student learning outcomes.
This observation aligns with the conclusions of a compre-
hensive analysis of studies on forecasting academic success
in higher education conducted by [9]. A study revealed that
69% of research studies identified academic achievements
and demographic features as the main factors influencing the
academic performance of higher education students. Howev-
er, their research evaluation failed to include lower-level
learners' educational characteristics in a comprehensive
manner. Conducted a review of scholarly articles on machine
learning algorithms that were published from 2019 to 2021
and focused on predicting academic success. A total of elev-
en publications were analyzed. The research primarily exam-
ined data derived from student registration, including student
demographics, competency in task performance, learning
style, sleeping habits, and activity patterns [10]. The artificial
neural network (ANN) has been identified as the most often
used machine learning method. Based on the analysis of 11
publications, the key determinants of students' success were
found to be their attention in theory class, test performance in
Moodle, and active participation in Moodle discussion
boards. The review, however, failed to accurately assess the
impact of students' demographics on their academic perfor-
mance, as shown in existing research.

In a similar manner, a systematic literature review (SLR)
was conducted over a span of ten years (2010-2020), using a
total of 21 publications. This study specifically examined the
intersection of machine learning and predicting student ac-
complishment, while also addressing the deficiencies and
possible remedies in current research. The analysis showed
that 62% of it mostly consisted of categorization techniques.
The analysis furthermore revealed that 76.60% of the inves-
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tigations used datasets from higher education, whereas
23.40% of the studies relied on information from basic edu-
cation. The research found that students' actions, de-
mographics, and social life were the most significant factors
in predicting achievement. This research emphasizes the
previously established exclusion of data from lower educa-
tional environments.

A recent literature evaluation conducted by Vaswani, A.,
Shazeer, N., and other authors focused on identifying algo-
rithms that may be used to predict student performance and
enhance learning [12]. They evaluated 10 different algo-
rithms by measuring their predictive accuracy on student
achievement. Nevertheless, they encountered difficulties in
selecting the most effective algorithms for forecasting stu-
dent performance due to the diverse range of factors used by
various researchers in the existing literature. In addition, they
expressed their opinion on the important influence of some
socioeconomic aspects, such as the financial situation of the
family, the educational background of the parents, and the
employment position of either the parents or the pupils, on
the academic achievement of learners. Nevertheless, it was
found that these indicators are often ignored when forecast-
ing student achievement [13]. Evaluated 56 articles in a sys-
tematic literature review (SLR) using 10 assessment criteria
to serve as a review framework. Out of these, only 34 studies
provided information on both the characteristics and the
significance of these aspects in predicting student achieve-
ment. The research focused on three main categories of char-
acteristics: social, academic, and behavioral. As stated in
reference [13], the practicality of selecting and predicting
academic accomplishment among students in machine learn-
ing models may be enhanced by standardizing predictions
using benchmark datasets.

3. Results and discussion

3.1. Machine Learning Models

Machine learning is a data analysis method that aims to
uncover patterns and correlations between variables. Fur-
thermore, an important characteristic of machine learning is
its ability to understand intricate non-linear connections,
particularly when dealing with intricate input variables [4].
Various machine learning models may be customized to
analyze data via tasks such as classification, clustering, and
association rules mining. The choice of which task to use
depends on the appropriateness of the data collection and the
aims of the data analytical process. Hussain, Muhsin, Salal,
Theodorou, Kurtoglu, and Hazarika [21] assert that machine
learning has practical applications in schools, such as moni-
toring and analyzing the learning process, predicting learners'
performance to offer necessary academic assistance, provid-
ing academic guidance and mentoring, evaluating the effi-
ciency and effectiveness of learning methods, offering valua-
ble feedback for teachers and learners, and adapting learning
environments to benefit students. Applying machine learn-
ing approaches to forecast students' performance, utilizing
their history knowledge and in-term performance, has shown
to be a valuable tool for anticipating both low and high
achievements across different educational levels [5-6]. Ma-
chine learning surpasses conventional statistical analysis by
prioritizing predicted performance rather than relying on
verifiable theoretical qualities and priori super-population
assumptions. Tutors are able to provide timely assistance to
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the weakest students and also support the best students, so
enhancing the learning process. Machine learning is used to
achieve this goal. Machine learning methods are used to
uncover data models or patterns, and they are beneficial in
the process of decision-making [8]. The capacity to forecast
the performance of pupils is of utmost importance in our
current education system. It remains unclear which machine
learning model is more effective in accurately forecasting
student performance and which one is most effective in en-
hancing learning outcomes [7]. Various data mining tech-
niques are used to extract concealed insights from extensive
datasets. The machine learning models include decision
trees, neural networks, Bayesian classifier-nearest neighbor,
support vector machines, random forests, logistic regression,
linear discriminant analysis, multiple regression, and self-
organized maps.

Decision Tree. A Decision Tree is a commonly used
method for prediction and decision-making, distinguished by
its tree-like structure resembling a flow chart. Decision Trees
have been extensively used by researchers because to its
simplicity and comprehensibility in uncovering data struc-
tures and forecasting values, irrespective of the dataset's size.
Decision Tree classifiers are used in data mining to create
trees by examining the training set, which are then utilized
for producing predictions [7]. Decision tree classifiers are
well esteemed and crucial methods for classification. Deci-
sion tree classifiers often have a hierarchical organization,
starting with fundamental attributes and concluding with
terminal nodes. Furthermore, it has several divisions that
exhibit unique characteristics. Each branch has a leaf node
that represents either a specific class or a particular distribu-
tion of classes [9]. Decision tree approaches clarify the rela-
tionship between characteristics and the significance of at-
tributes. Decision trees provide several benefits. They pro-
vide user-friendly and clearly interpretable guidelines, with-
out necessitating complex data preparation. Moreover, deci-
sion trees exhibit strong performance when dealing with both
numerical and categorical factors [10]. The predominant
method used for constructing decision trees is referred to as
1D3.

Artificial Neural Network. Artificial Neural Network
(ANN) is well recognized as one of the most prevalent ap-
proaches used in educational data mining. The neural net-
work receives messages via synapses located in the den-
drites. According to the artificial neural network (ANN)
technique, the neuron is engaged and generates a signal on
the axon when the received signals are sufficiently powerful
and above a certain threshold. This signal has the capability
to be sent to other synapses and potentially stimulate addi-
tional neurons [11]. An Atrtificial Neural Network typically
consists of input synapses, which are multiplied by weights
representing the intensity of each signal. These values are
then processed by a mathematical function that defines the
activation level of the neuron, resulting in an output. One
benefit of neural networks is their ability to identify and
analyze all potential interactions among predictor variables
[12]. Neural networks are capable of accurately detecting
complicated nonlinear relationships between dependent and
independent variables without any uncertainty. Hence, the
neural network technology is chosen as one of the most ef-
fective prediction methods.

Support Vector Machine. Support Vector Regression is a
form of prediction algorithm that use Support Vector Ma-
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chine to assign support vectors for the purpose of separating
features. SVMs are a collection of supervised learning meth-
ods that are used for classification and regression tasks [13].
They belong to a family of generalized linear classifiers. An
essential characteristic of Support Vector Machines (SVM) is
that they simultaneously reduce the empirical classification
error and maximize the geometric margin. Therefore, SVM is
sometimes referred to as Maximum Margin Classifiers. The
SVM algorithm is founded on the principle of Structural Risk
Minimization (SRM). Support Vector Machines (SVM)
transform the input vector into a higher-dimensional space,
where a hyperplane is generated to separate the data points as
effectively as possible. Two parallel hyperplanes are formed
on each side of the hyperplane that divides the data. The
separating hyperplane refers to the hyperplane that maximiz-
es the distance between two parallel hyperplanes. During the
classification phase, an increase in the number of classes
might lead to a decrease in the success rate of Support Vector
Machines (SVM). Nevertheless, it may be efficiently used
for binary classification tasks.

Random Forest algorithm. A random forest is an ensem-
ble of decision trees constructed with a certain degree of
randomization [15]. Random forest is an ensemble learning
technique used for classification. It involves creating several
unpruned classification trees during the training phase by
using the bootstrap sampling approach on the training data.
Random forest has been used to analyze several intriguing
problems, and it is clear that this method has considerable
promise in generating valuable classification models [19]. In
the testing step, the final projected output for a randomly
chosen feature is obtained by calculating the average of all
unpruned classification trees [2].

3.2. Application of machine learning in education

The future of education may be greatly influenced by the
use of artificial intelligence and machine learning. Machine
learning enables us to depart from the one-size-fits-all ap-
proach. Due to its adaptability and capacity to provide tai-
lored courses, it serves as a highly efficient instructional
instrument. Machine Learning technologies use advanced
algorithms to evaluate an individual's existing comprehen-
sion level, detect deficiencies in the student's learning, and
provide immediate remedies. The technology can also detect
locations with a higher student-to-teacher ratio and develop
tailored learning programs that have the greatest influence on
the biggest number of kids. Here are some benefits of ma-
chine learning that demonstrate its transformative impact in
the realm of education.

Student Performance Prediction:

One significant advantage of machine learning is its ca-
pacity to forecast student performance. Through the process
of "learning" about individual students, the technology is
able to recognize areas of weakness and provide relevant
educational resources tailored to each student, such as sup-
plementary practice exams.

Impartially Assessing Students:

Machine learning can also assess students in a fair manner
by eliminating human biases. Al is now being used to grade
multiple choice examinations, and machine learning technolo-
gies like Grammarly are now being used to evaluate writing.

Optimize Content Organization:

By detecting deficiencies, machine learning may enhance
the effectiveness of content organization. As pupils acquire a
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particular talent, they go to the subsequent skill, consistently
expanding their knowledge base.

Recommended learning trajectory:

After analyzing the pupils' performance, the program may
propose an improved approach to acquiring new content. The
process starts with an examination of the current understand-
ing of the curriculum. After identifying weak points, pupils
are provided with recommendations for resources and addi-
tional learning methods.

Career Path Prediction:

Machine learning programs can effectively monitor and
analyze students' interests, aptitudes, and dislikes to forecast
their future career paths. It examines student behavior and
responses. Through the study, it is possible to accurately
anticipate the areas of interest in which the student may
flourish.

Grouping Students and instructors:

Machine learning will enhance education by categorizing
students and instructors based on their requirements and
schedules.

4. Conclusions

The report asserts that accurately forecasting a student's
academic success is of utmost importance for educational
institutions worldwide. The utilization of Machine Learning
Technigues in forecasting students' academic performance
has proven to be beneficial in identifying underperforming
students. This enables educators to implement corrective
actions at an early stage, right from the start of an academic
year, by solely relying on students' internal assessment data
from previous semesters. This approach facilitates the provi-
sion of additional support to at-risk student groups. It is im-
portant to use several techniques in order to properly forecast
the academic achievement of the student. Anticipating the
performance would also allow schools to prioritize pupils
who are more likely to have poorer performance in order to
enhance their academic achievements. Forecasting a student's
academic achievement enables educational institutions to
provide supplementary evaluations, hence fostering the ad-
vancement of the education system within these establish-
ments. Based on actual evidence, the candidate's outcome
might potentially be anticipated by doing an internal evalua-
tion. In the case of applicants who have received low scores
in their internal assessments, instructors may provide addi-
tional time to enhance their performance in the final exams.

A predictive model is used as an indicator to students and
parents for identifying children with low academic perfor-
mance. This model may potentially be employed to enhance
the grades of these individuals. The teachers have the ability
to act in real time by examining the pupils' internal evalua-
tion scores. The internal evaluation may be ongoing as an
essential component of a certain course. Based on empirical
evidence, there is a disagreement over the most effective
machine learning model for forecasting students' perfor-
mance. Accurately ranking machine models based on their
prediction skills in projecting students' performance and
subsequent decision making is crucial. Furthermore, alt-
hough many machine learning models have focused on pre-
dicting students' performance, they have not yet determined
the optimal model for enhancing students' outcomes. It is
important to identify machine learning models that have the
capacity to enhance students' learning outcomes. In addition,
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educational research indicates that some socioeconomic and
psychological elements, such as learning style, self-efficacy,
motivation and curiosity, as well as the teaching and learning
environment, have an impact on student learning and there-
fore influence student accomplishment.
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Anaarna. bimiM-Oynr op agaMHBIH akpIpamac KYKBIFBI. Bys Oi3fiH opTaMbI3garsl HMOHJIEP Typaibl OuTiM aly mporeciHe
katanel. byn emipmiH OapiblK acmekTinepiHAe Temne-TeHMIKTI HacuXaTTald OTBHIPHIN, Ke3-KeIreH MACceNeHI TYCiHyre j>KoHe
nIenryre bIKnain ereni. bimim Oepy camachlHIa COHFBI €Ki OHXKBULABIKTA OapibIK IeHreiiepIe alTapiablKTail e3repictep OOJIBL.
Bipueme e3repictep OKBITY 9icTepiHIE A€, OKYIIBLIAPABIH OKY TOCUIICpIHAE € TEXHOJOTHSIIBIK KETICTIKTEPAIH apTyhI
HOTIXKECiHe maiaa Oomupl. JKacaHAbl MHTEIUICKT IIEH MAIIWHANBIK OKBITYABIH Taiaa O0Jybl TEXHOJIOTHSHBIH JaMybIHIAFbI
MaHBI3Jbl Ke3eH Oonapl. Bys eki 03bIK TEXHOJOTHS ajaM eMipiHiH OapiblK acleKTijiepiHe, COHBIH IIIiHAe cayna, KapiKbl,
OaiinaHblc, casxart, ISHCAYJbIK cakTay >koHe OiniMre ocep erti. ILIbIHBIHAA 13, MyFaliMiep MeH TopOUeIiiepAiH OpHBI TOJIMAC
eKeHi ce3ci3. JlereHMeH, TEeXHOJIOTHS C€O3Ci3 MYFAIIMHIH PONIHIE XOHE OKBITYAbIH €H THIMIi OiCTepiHIe KOnTereH
esrepicrepre akenesi. by mony 6imiM 6epyaeri MamuHAIBIK OKBITYABIH YKaJIIbl TAKBIPBIObIHA OaFBITTAJIFaH.

Hezizei ce30ep: mawunanviy oxvimy, Oinim 6epydi Ooacayea apHanean mooervoey, CmyoeHmmepoiy Hamudicenepi,
JlceKeneHOIpineen OKbImy, ar2opummoiK Koroanoanap, 6inim 6epy mexHoio2usacyl, 0Ky aHATUMUKACDL, OOJHCAMObL AHATUMUKA.
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AnHoramusi. OOpa3oBaHHe SBISCTCS HEOTHEMIIEMBIM IIPABOM KaXIOro uejoBeka. OHa OTHOCHTCS K HpoLEcCy
nproOpeTeHns 3HAaHUK O TpeaMeTax B HameM OKpykeHnH. OHa CIoCOOCTBYeT MOHMMAHHWIO M PEIICHHIO JIOOBIX MpoOieMm,
COZEICTBYSI PAaBHOBECHIO BO BCEX aclleKTax JXM3HHU. B oOmactu 00pa3oBaHMS 3a MOCIEIHHE IBAa IECATHICTHS NMPOU3OLLIH
3HAYMTENbHBIC M3MEHEHUS Ha BCeX YpPOBHAX. HeECKOJIbKO H3MEHEHWH IPOM30LUIO B pe3ylbTaTe pPacTyIIero 4YHcia
TEXHOJIOTUYECKUX IPOPHIBOB KaKk B MeETOJaX OOy4YeHHs, TaK M B IOAXOHAaX K OOYYCHHIO ydYaluxcs. BO3HHKHOBeHHE
MCKYCCTBEHHOTO HMHTEJJICKTa U MAIIMHHOTO OOYYEHHsI CTaJI0 BaXKHOW BEXOH B Pa3BUTHM TEXHOJIOTHH. DTH JIBE MEpeIOBbIC
TCXHOJIOTUHU ITIOBJIMAJIN Ha Ka)i(ﬂblﬁ ACIEKT YCJIOBCUYCCKOTO CYHICCTBOBAaHMs, BKIIIO4Yasi TOPTOBIIIO, (bI/IHaHCLI, KOMMYHUKAIUH,
MyTCHICCTBUA, 3APAaBOOXPAHCHUC U 06pa3013aH1/Ie. ﬂeﬁCTBHTeHLHO, HCCOMHEHHO, YTO YYUTECIA U BOCIIUTATCIIN HC3aMCHUMBI.
OnHAaKO TEXHOJOIMU HEeM30€XHO MPHUBEAYT K MHOTOYHMCICHHBIM H3MEHEHHMSM B POJIM y4uTeds W Haubosee 3(h(eKTHBHBIX
METOJIOB IIpenoAaBaHus. B 3ToM 0030pe OCHOBHOE BHUMaHHUE yjenseTcs oOlieil Teme MallMHHOro oOy4eHUs! B 00JacTH
obpazoBaHusl.

Kntouesvie cnosa: mawiunnoe obyuerue, oopazosamenbHoe NPOCHOIHOE MOOEIUPOSAHUe, Pe3yIbManmbl YUauuxcs, nepco-
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Abstract. In the modern world, energy saving and optimization of production processes play a key role in increasing the
efficiency of industrial enterprises. In this context, control of electrical power in ore-smelting furnaces based on controllers is
one of the urgent tasks facing researchers and engineers. Ore-smelting furnaces play a key role in ore processing processes,
representing an important link in metal production. Effective management of electrical power in these furnaces is critical to
ensure process stability and increased productivity. This research article is devoted to the research and development of a con-
trol system for the electrical power of an ore-smelting furnace using controllers. Ore furnaces are an important part of metal
production and their effective management is critical to ensure process stability and increased productivity. This paper exam-
ines the principles of operation of controllers in control systems, and also develops a technique for optimal control of the elec-
trical power of the furnace in order to increase the efficiency of the production process. The results of the study are presented
in the form of analytical data, mathematical models and practical recommendations that can be useful to engineers and special-
ists in the field of metallurgy and automation of industrial processes. An ore-smelting furnace is a complex technical structure
designed for processing ore at high temperatures. However, using large amounts of electrical energy can cause the oven to
malfunction and lose efficiency. Therefore, the development of methods and algorithms for controlling electrical power in ore-
smelting furnaces is becoming an increasingly urgent task for optimizing the ore processing process. The objectives of this
research article are to analyze existing methods for controlling electrical power in ore-smelting furnaces, develop new algo-
rithms and test their effectiveness in practice. The main emphasis will be on the use of controllers to control the heating pro-
cess and maintain optimal temperature in the oven. The research has the potential to lead to significant economic benefits for
ore mining operations, as well as facilitating more efficient use of electrical power in industry.

Keywords: controller, ore smelting, ore thermal furnace, electricity, mathematical model, efficient management, energy

saving.
1. Kipicne JKymbic pexumi  OOMBbIHIIA KeHAI TEPMUSUIBIK —IeITep
Y3IIKCI3 JKYMBIC ICTEHTIH NElTep KOHE MapTUSUIBIK IeITep
Gonbin OeiHeni. XKyMbIC pexnMi TEIITiH KOHCTPYKIMSUIBIK
EPEKIICITIKTEPIH, TEOMETPHSUIBIK OJIIIEMICPIH JKOHE DIICKTPIIIK
mapaMeTpiepiH aHbIKTANIBL.

Y31ikci3 )KYMBIC iICTEHTIH MeITep/e MINXTa MOIIePICHTeH
OerikTepae Oepiiexdi, al METaUT MEH IIUIAK KecTe OOHBIHIIA
Oenrimi Oip yakpIT apamsFbHAA OocathiIanpl. [lemr yHemi TOk

1.1. KeH 6aaKbITY NeLIiHiH 3J1eKTP KYaTbIH KOHTPOJLIEp
apKbLIbI 0acKapyFra Kipicne

KonTpomnnep HeriziHmeri KeH OaJKbITy TICIIiHIH 3JEKTP
KyaTblH  Oakpulay  CallaChIHAAFbl  3epTTeyliep  Tay-KeH
OHEPKACIOIHIETI MPOLECTePAiH THIMIUIN MEH CEeHIMIUIrIH
APTTBIPY/IBIH MaHBI3bI OarbIThl OOJBIN Tabbutamsl. KeH mer

KeHI KYHIIpYy >koHe OalKbITy IpOLECIHAE ILNEUIyl pei
aTKapaapl >KOHE OHTAIbl HOTIDKEJepre KOoJi KeTKi3y YIIiH
3JNEKTP KyaTbIH JAypbIC 0acKapy MaHbI3IbL.

Kenni TepMHsUIBIK TeIITep Kasipri ©HEpKacinTe KeHiHEH
KOJIIaHbLIaAbl, OWTKeHl ONapAaH TYNKUIKTI eHIM op Typii
arperarTelk Kyine (Oy Hemece ras, CyHBIK-OQJIKbIMa, TYTac
KyiiMa (IITeHWH) TYpiHIC AalbIHATBIH KATTHI KYHIE) albIHYBI
MYMKIH:

- Kapa Metauyprusiga — (eppoKopsITHanapibl, UPKOHHI
KOPBITIAJIAPBIH KOHE MIONWBIH/IAPbI OAJIKBITY YIIIiH;
- TYCTi METAUIyprusifa — MbIC TE€H MbIC-HHUKEb INTeHHIH

OanKpITy YIIiH;

- OTKa Te3iMIi eHmipicTe — OaNKBITBUIFAH OTKa TO3IMII
OyibIMaapIbI OHAIPY;

- XUMMSUIBIK OHipicTe — Kamplmi KapOwmiH, ¢ochopast
OaJIKBITY YILIH.
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acThIHAA O0JIaIbl, a1 OANKBITY TpOLEC Y3IIKCI3 XKypesi.

Ken GafibITy memntiHiH 3JeKTp KyaThlH OacKapy[arbl HETi3ri
Mocesie TYPaKThl TeMIIepaTypajblK PEXKUMII CakTay >KoHe
OanKpITy MporieciH Oakpiay Oobin TadbiIaapl. by MaceneHi
LISNy YIIIH 3JIeKTp KyaTblH 91 JKOHE JKbULIaM OacKapy/ibl
KaMTaMacbl3 eTyre KaOijgeTTi 3amMaHayd KOHTPOJUIepIiep
KOJITAHBLIA]IBL.

JlerenmeH, KoHTposulepAi TaHiay Oenrim Oip eHipicTiH
HAKThl TaJlanTapbl MEH IIAPTTapblHA HETI3JeNyl KepeK eKeHiH
eckepy MaHpIbl. KoHTposiep e3repmeni karpaiiiapra
Oeifimzenyl »oHE KEHHIH IapameTpiiepiHe >KoHe OalKbITy
TporieciHe OainaHbICTBI KyaTThl aBTOMATTHI TYPJE PETTEH altybl

KepexK.
Kenai OankpITy memIiHiH 3JeKTp KyaThIH OaxpLIayabIH
HEri3ri  MakcaThl — KEHII O KBUIBITYJBIH  OHTaHIIBI
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which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.
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JKaraimapelH KaMTaMachl3 €Ty JKOHE IIelIKe OepisieTiH
9HEPrUsl MEH KaKETTi JKBUIYJBIK JKarJaiinap apachbIHAAFbI
ColiKecTiKTi cakTay. bynm Oakpuiay KbI3bIII KeTyll Hemece
SHEPTUSIHBIH JKETICIEYIIUITiH OonaplpMaiapl, OyJl KeHai
OHJEy callachblHA JKOHE  TEXHOJIOTHSUIBIK  IMPOILECTIH
TUIMJUTITIHE alTapIIbIKTal 9cep eTyl MYMKIH.

1.1. DneKkTp KyaThIH facKapyaa KOHTPoOJIepai
KOJIaHYIbIH APTHIKIIBLIBIKTAPbl MeH HIEKTeYJIepi

Kenni OankpiTy TMeNIiHIH AJIEKTp KyaThlH Oackapyna
KOHTpOJUIEpJIepIi KoyJany OipKarap apTHIKIIBUIBIKTapFa Ue.
BipiHmigen, KoOHTpoiiepiiep KyaTThl Oackapyna »OFaphbl
JIOIIIK TIEH TYPAKTBUTBIKKA KOJ KETKi3ei, Oy KeHIl THiMI
OaJKpITY Tpolec YIIiH MaHbI3abl. Oxap 3JeKTp SHEPTUSIChIH
OHTAINIBI ~ MaijanmaHyAbl JKOHE  TEMTIH  OHIMILTIrH
apTTHIPYbl KAMTAMACHI3 €T OTBIPHII, KYKTEME MEH CBIPTKBI
JKaFaaiapabIH e3repyiHne OipleH xayan Oepe anaibl.

KonTtpomnepnepaig OafrmapramMaaHaTHIH Oackapy
MYMKIHIIKTepi e Oap, Oy KyaTTsl Oackapy mapaMmeTpiiepiH
IpOLecC TajanTapblHa coiikec OHall KoH(Urypalmsiayra
JKOHE e3repTyre MYMKIHAIK Oepeni. By opTypii XUMUSUIIBIK
KypaMmbl MeH (pU3MKaNBIK KacHeTTepi Oap KeHIepi OalKpITy
YIIiH Tamalia INeliiM, eWTKeHI KOHTPOJUIEpJep e3repMeni
JKaFaiiapra aBTOMaTThl TypAe OeifiMerne anaisbl.

JlereHMeH, KeH OalKpITy TMEIIiHIH JJIEKTp KyaTbIH
Oackapyqa KOHTPOJUICpII MaiifajaHyAblH Aa IIeKTeyJepi
Oap. Ex angpimen, Oy MyHail )kyiieHi eHTi3yIiH KYHbl MCH
Kypzeniniri. KoHtposepnep caTbim amy MeH IepCOHAIIbI
OKBITYFa WHBECTULIMS CalyAbl Tajam ereni, Oyl OHM3Hecke
affTapIbIKTall cCaIMaK TYCipyi MyMKiH.

CoHbIMEH KaTap, KOHTpOJUIEpIep OIepaTopiapIblH
KOJIMEH 0acKapybIH TOJIBIFBIMEH aJIMAcThIpa aliMaiibl.

1.2. KeH 6aJKbITY NeUIiHiH 3J1eKTP KyaThIH facKapyaa
KOHTPOJLJIEPAi KOJAAHYABIH MPAKTHKAJIBIK MbICAJIIAPHI

Kenni OankplTy TmemIiHIH AJIEKTp KyaThIH Oackapyna
KOHTPOJUIEpIEPAl Maiganany eHIMAUTIKTI apTTEIPYIbIH KOHE
SHEPTHUSHBI YHEMACYIIH THIMIi 91iCi OOIBI TaOBLIAIBI.

MyHaali KONIaHyIbIH MPAaKTUKAIBIK MBICATBI - MEIITIH
KBI3BIPY 2JIEMEHTTEPiHIH KyaThlH aBTOMATThI TYPJE PETTEY
YIIiH KOHTPOJLIEP/Ti naijanany. KonTtpomnepnep
TeMmreparypa, OaJKbITy JeHreii jxoHe Oacka Ipolecc
napaMeTpiiepi Typajbl JAEPeKTepAl Talfaid alaabl JKoHe
MeTanibl  OalKbITy  VIIIH  OHTAWJbl  Karaaisaapsl
KaMTaMachl3 €Ty YIIH KbI3ABIPY KyaTblH aBTOMATTHI TYPHAE
perTeil anaabl.

Konrponnepnepni nalnananyipiH Tarel Oip MbIcajbl -
JJIEKTP KyaThIH OHTAMIBI 06y aJrOpuTMJICPiH MaimanaHy.
KonTtposiepnep arpIMAarbl KyaTThI, JKEIUIIK JKYKTEMEHI
KoHe Oacka (bakTopiapIbl eCKepe anajbl )KOHe MaKCHMAaJIbI
TUIMJIUTIKTI )KOHE €H a3 IIBIFRIHAAPABI KaMTaMachl3 €Ty YIIiH
MEMITIH OpTYPJi KBI3ABIPY alMakTapbl apachblHAa JJIEKTP
SHEPTUSCHIH 06Ty i OHTAWIAHIBIPAJIBI.

2. MaTepuaaaap MeH djicrep

2.1. KeH 6aaKbITy memiHIeri 3J1eKTP KyaTbIH
0acKapyabIH KOJJAHBICTAFbI JAicTepiH Taaaay

Ken OankpITy mMemniHAeri 3JeKTp KyaTblH OacKapyablH
KOJIIAaHBICTAFBl QMICTEPIH TaJJay OChI TPOIECTI OacKapy
TaKpIPBIOBIHA apHANFaH FHUIBIMA MAaKaJaHBIH MaHbBI3bI
Oemiri 6ombIT TaObUTaMBL. Ka3ipri yakpITTa KOHTpOJLIEpIIepre
HETI3AEeNTeH KeH OalKpITy TeNIiHAe JSJEKTp KyaTblH
Oackapy/blH OipHemie Heri3ri Tacingepi 6ap.
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Con omictepmin Oipi - dJekTp KyaThlH Oackapyma
TYPaKTBUIBIK ITeH JQJIIKTI KaMTaMackl3 eTeTiH qoctypri PID
KOHTpOJUIEpJIEpiH naijanany. JlereHMeH, ojlapAblH OpHATY
KUBIHIBIFBI ~ JKOHE  CBIPTKBI  KEAEpriiepre  KOFapbl
Ce3IMTAIBIK CHSKTBI KeMIIUTIKTEp1 Oap.

Tarel Oip omic - JXylie napaMeTpiiepiHiH e3repyiHe
aBTOMATTBl TypAe Oeiimaenyre KaOiJIeTTI JKOHE 3JIEKTP
KyaTbIH THIMIPEK OacKapyabl KAMTaMachl3 €TETiH alalTUBTI
perrerimrepui naiinanany. JlerenmeH, OJIapIBIH
KOJIJAHBLUTYBI KypJeli O0Iysl MYMKIH KOHE JKOFaphl €CenTey
KYaTbIH KaXKeT eTeli.

CoHpaii-ak, KeH OalKpITy TeHIHIAE DJeKTP KyaTbH
Oackapy YIIiH >KacaHIbBl HEWPOHIBIK JKEINIepai maimamany
CallachIHAAFbl  3€pPTTEeyJiep IEpCHEKTHBAIBl  HOTHIKENEp
kepcerTi. HeHpoHABIK Keminepal naiaanaHy IIipeK jKoHe
uKkeMai  Oackapyra MYMKiHOIK Oepemi, Oipak OKBITY
JIEPEKTEPIHIH YIKCH KOJIEMIH KaKeT eTeI.

3. HoTuikesiep MeH TaJKbLIAY

3.1. KeH 6aakpITy menine 3JeKTP KyaThbIH 0acKapyFra
apHaJIFaH KOHTPOJUIepJepi d3ipJiey :KdHe eHrizy

Kenni OankplTy NemIiHiH THIMAI JKYMBIC icTeyi YLIIH
INEKTP KyaTbIH THIMI Gackapyra KabineTTi
KOHTPOJUIEPJCPl d3ipiey JKOHE EHrizy Kaxker. MyHmai
KOHTPOJUICPACPiIH Heri3ri Kypampaac OemikTepiHiy Oipi
Oackapy anropuTMi OOJBIN TaOBLIAABI, OJ  KBI3IBIPY
MIPOIIECIHAE OPTYPIIi MapaMeTpiep MEH e3repicTepli eckepyi
Kepek.

1. MaTtemMaTHKaIbIK MOACIBII 93ipIey:

- Ken-repMusinplk memrTiH (a3achlH MaTeMaTHKAaJIbIK
TYpAE MOJIEICY.

- T[apMOHMKaNbIK KOMIIOHEHTTEPJI MOJENbILY IKOHE
THIMJII TOK MOH/IEPiH YCHIHY.

2. TexHOJIOTHSUIBIK TIPOIEC JKOHE KOHCTPYKI[HSICHIH
KapacThIpy:

- KeH-TepMUSIBIK TEIITIH TEXHOJOTHSJIBIK TPOIECIH
KakcapTy.

- KeH-TepMUAIBIK TIeIITiH KOHCTPYKIMSCHIH XKETUIIIPY.

3. MareMaTHKaIBIK MOJIENIBII JKacay:

- OnTuManbapl KeH-TEPMISUTBIK TEIITIH JKYMBIC PEXUMi
YIIiH MaTeMaTHKAJIBIK MOJIENBII JKacay.

- Perynsaropms! ecentey.

Kenmi OankpiTy WemIiHmeri »JIeKTp KyaTBIH Oackapy
o/icTepl MEH aJIropuTMJIepi MeTalabl THIMII OalIKbITy
MPOIIECIHIH MaHBI3ABI Kypamzaac Oemiri OONBIN TaOBIIAbI.
KonTpomnepnep ockl omicTep MEH alroOpuTMIEpIi XKy3ere
achIpy/a HICHIYIi pest aTKapajbl.

Ken OankpiTy memiiHAe OJEKTp KyaTblH OacKapyra
apHAJIFaH KOHTPOJUIEpJepi d3ipiey MpoleciHae Keleci
(axroprap/pl eckepy KaxeT. bipiHimigeH, memTiy imiHgeri
TEeMIIepaTypa MEH KbICBIMABI THICTI TYpJe eJiien, Oakpuial
OTBIpDYy Kepek. bys OHTailbl KyMbIC TapameTpliepiH
aHBIKTayFa KOHE BIKTUMAJl TOTCHINE >KaFJaiaapiblH aJbIH
ayra MYMKIiHIIK Oepeni.

ExiHminen, KoOHTpoJuiepjiep KeH OalKpITy TemIiH/eri
Oenrim Oip KBI3ABIPY TPOIECIHIH CHUMIaTTaMalIapblH €CKepyi
Kepek. MblIcasbl, OHTalNbl KbUIBITY JKar[JalIapblH cakray
YILIH 3JIeKTp KyaTbIH FaHa eMec, COHBIMEH KaTap HIMKI3aTThl
HEMece Ta3/dbl JKETKi3yai Oakpuiay Ka)xeT OOJlybl MYMKiH.
Conpaii-ak TeMmIepaTypa MEH KyaTTarbl ayBITKyJapbl
a3alTy apKbUIBI KBUIBITY TPOLECIHIH TYPaKTHUIBIFBIH
KaMTaMachl3 €Ty MaHbI3Ibl.
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CoHbIMEH KaTap, KOHTPOJUIEpJIEp MKEMAi )KOHE JKbUIBITY
TPOTIECIiHACT] e3repicTepre OeliMaenyi Kepek.

3.2. Kenai 0aaKkpITy meminaeri 3JieKTp KyaTbIH facKkapy
THIMALTITIH 9KCIIEPUMEHTTIK 3epTTey

Kenni OankpiTy memrTepiHme KeHII OanKpITy JKOHE
MeTaul OaNKBITYy TPOLECIH OHTAMIAHIBIPY VINIH SJCKTP
KyaTblH THIMZII Oackapy Kaxker. by 3eprreyme 6i3 opTypii
Oakputay  omicTepiHiH  THiMAUTriH ~ Oarajmay — yIIiH
9KCIIEPUMEHTTEP KYPri3JiK.

1. DneKTPOATHIK TOKTHI TApMOHHUKAIBIK TaJIAAY dAici:

- bi3 OankpIThUIFaH KEHJEri 3JIEKTPOATAp TYABIPAThIH
TOKTBIH FapMOHHKAJIBIK KYPaMbIH 3€pPTTEIIK.

- l'apMOHMKaJBIK Tajnjay OSHEpPrusl HIBIFBIHBIH a3auTy
YIIiH TEINTiH OHTAMIBI JKYMBIC MapaMeTpIIepiH aHBIKTAayFa
MYMKIHIIK O6epi.

2. Kontpomnepnepai naifanany:

- O3 Toxipubenepimizae MEKTp KyaTBIH pETTEY VIIiH
OPTYpJIi KOHTPOJUIEPIEP i KONJaHIbIK.

- Konrtpomnepnepai oHraiinsl Oackapy SHEprHSHBI a3
TYTBIHYMEH TYPAaKThl OaJKy >KaraaijapblHa KOJI KETKi3yre
MYMKIHJIIK Oepi.

3. Hatmxkenep MeH KOPBITHIHIBLIAP:

- DIeKTp KyaTblH THIMAI OacKapy SHEprHs NIBIFbIHAAPBIH
azaiita/pl )KOHE MEUITIH OHIMIUIITH apTTHIPaIbI.

- ['apMOHMKaJBIK TOK Talliaybl JKOHE KOHTPOJUIEpJIEepi
naiianany ochl THIMAUTIKKE XKETYAiH HETi3r1 aicTepi OOIbII
TaOBUIAIBL.

- 3epTTey KeH HelTepiHAe dJIEKTp KyaTlH OacKapy YIIiH
KOHTPOJUIEpICpAI  MaiiiamaHy  OHIIpiC  TPOILECTepiH
afTapIbIKTall JKaKcapTyFa MYMKIHIIK OCpETiHIH aHBIKTAJBI.
KonTposuiep pynaHbl eHJEYAIH OHTaWIbl TeMIepaTypachl
MEH calnachlH KaMTaMachl3 €T€ OTBIPBII, ©3TrepeTiH
TEXHOJIOTHSUIBIK KaF/aiira OailJIaHbICTBl HEPIUsl HIBIFBIHBIH
THIMJI peTTeyre MyMKiHAIK Oepei.

KopbiThiHObUIAH — Kenme,  Oi3IiH ~ 3epTTEyiMi3  KEH
HeUITepiHAe DJIEKTP KyaTbhlH Jypbic Oackapy mpolecTi
OHTaWNaH/ABIPYFa JKOHE INBIFBIHIApABl a3aiTyra BIKMAI
eTeTiHIH pacTalibl.

3epTreyni OKYprisy YIIiH aHATUTHKAIBIK  QJICTEp,
MaTeMaTHUKaJIbIK MOJENIBACY, COHBIMEH KaTap TaXipubene
9KCIIEPUMEHTTIK CBHIHAKTap KOJJAHBUIABL. OJIEKTP KyaTbhlH
OackapyIblH OPTYpPIi acHeKTiuIepl KapacThIPBUINBL, COHBIH
imIiHe TeMreparypanbl 0aKbliay, MPOLECTIH TYPaKThUIBIFbIH
CaKTay, SHepIUsiHbI TYTHIHY/IbI OHTaHIaHBIPY KIHE T.0.

Kenmi OankpITy TemIiHIAETI JJIEKTp KyaTblH Oackapy
THIMAITITIH TOXIPUOETiK 3epTTey KeH OHJey IPOIeCTepiH
JAMBITY MEH OHTailIaHJbIPyaFrbl MaHbI3Ibl KajaM OOJIbII
TabblIaAbl. Byl 3epTTey memTeri AJeKTp KyaThlH Oackapy
YIIiH apHaWbl 93ipJeHreH KOHTpOJUIEpNEpl NaiganaHibl.
OPTYpIi Kyat AeHreinepine MemTiH THIMAUTITIH eIIeHTiH
JKCIIepUMEHTTEp Oenriii Gip yakbIT apasbIFbIHJIA JKYPTri3iii.
3epTTey HOTWIKEJIepl 3JIEKTP KyaTblH OacKapyAblH OHTAIIbI
JIeHrell MeNTiH eH >KaKChl OHIMJIUIITIHE KOJI )KETKI3eTiH MoH
eKeHiH KkepceTTi. [lemTiH »dHEprus THIMAUIN  MeH
CEHIMIUTITIH apTTBIPY VINIH KOHTpOJUIepiepAe opTypdi
Oackapy aiTOpUTMAEPIH KONJIAaHy MYMKIiHIIKTepi Je
3eprrengi. ToxipubenepiiH HOTHKECIHIE OHTAWIIBI OacKapy
ITOPUTMIH KOJIZIAHY JHEPrHsl ILIBIFBIHBIH a3alTyFa JKOHE
MEMTIH  TYPaKTBHUIBIFBIH apTTBIpyFa  KOMEKTECEeTiHi
aHbIKTaAbpl. KeHnmi OanKpiTy MENIHIEri JJIEKTP KyaThlH
peTTeyAiH THUIMIUIIriH 3KCHEPUMEHTTIK 3epTTey MEeTepAiH
JKYMBICBIH OHTallJIaHJBIPY YIIIH KOHTPOJUIEpJIEPIl TaHaay
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MEH a3ipjeyre O KyHem TOCUIMIH KaXeTTUTiri
KOPBITBIH/IBI )KacayFa MYMKIHIIK Oepi.

Typabl

4. KopbITHIHABI

4.1. KonTpoJuiep Herizinae KeH 0aJKbITYy Nenringe
3JIeKTP KYaThIH 0aKbLIay/bl KaKCAPTY 00 bIHIIA
KOPBITBIHIBLIAP MEH YChIHBICTAP

ATBIHFaH HOTWKeNep OOHBIHIIA KOHTPOJUIEp HETi3iHIe
KeH OaJIKBITy MeIITePiHe AMEeKTP KyaThlH Oackapy OoMbIHIIA
KeJeci MPaKTUKaJIBbIK YCHIHBICTAP YChIHBUIA/IbL:

- CeHiMIl JKYMBICTBI ~ KamTamachl3s €Ty  YLIiH
KOHTPOJUIEpJIEpPre TYPAaKThl TEXHHUKAIBIK KbI3MET KOPCETY
JKOHE KaIuopIey.

- Benrini Gip eHzipic IeH KeH TYpiHIH cHNaTTaManapbiHa
colikec KOHTPOJUIEP MapaMeTpIIepiH OHTAIaHABIPY.

- Backapy mporieciH y3mikci3 jkakcapTy VIIiH ©HIIPICTIK
JepekTepi OakbpLIay )KOHE Taliay.

Kontponnmep HeriziHmeri KeHAI OalKpITy TeHIiHIETi
ANIEKTP KyaThIH OacKapyIsl 3epTTey Oenrii Oip skakcapTyiap
KaXET CKCHIH KepceTedi. bipiHmmimeH, 3MeKTp KyaThIH
THIMIIpeKk OackapyFa KOJI JKeTKi3y YIIH  KbI3JBIPY
NPOLIECIHET] e3repicTepre Oedimene ajJaThlH ATIPEK JKOHE
CeHIMJII KOHTpOJUIEPJCpl Naiganany kepek. EkiHIIiICH,
KOHTPOJUIEPJIEPIiH KYMBICHIH TEKCEpy JKOHE perTey YILIH
QNIEKTP  OSHEPTUSACHIH  TYTBHIHY OKOHE Ieml  imiHpjeri
TeMIIepaTypaHbIH ©3repyi Typalbl JAepeKTepai OaKbLIalThIH
JKOHE TalIAiTBIH Oakpliay >KYHECiH OpHATy YCHIHBLIAMBL
Byn Tocin koHTposuTepiepAeri MyMKiH OONATHIH akayiap
MEH aKayllapabl Te3 aHBIKTayFa J>KOHE JKOIOFa MYMKIHIIK
Oepenmi. YuriHmIiAeH, S>KYKTeMe MeJmiepi MEH IIUKi3aT
cHNaTTaMajapbl CHSKTBI OJICKTP KyaTblHA dcep eTeTiH
opTypii  (akTopiapAbl  eCKEpeTiH OHTailibl  Oackapy
ANTOPUTMICPIH d3ipiiey MaHbI3Abl. MyHIail ajaropurMiaep
SHEPTHSHBI a3 TYTBIHYMEH NeLITiH OHIMIUIINH apTThIPabl.

KontposuiepaepaiH KeMeriMeH KeH OalKpITy IeIIiHiH
JJIEKTp KyaThlH 0ackapy Kasipri MeTaul OHIIPICiHIH
MaHpI3/bl acrekTici Oosbin TadbuUIaabl. KoHTposuiepiepai
THIMAI ~ TaljamaHy eHIMOUIK TIeH ©HIM  CallachiH
aliTapnbIKTall JKakcapTyFa oKelmyi MyMkiH. CumnarrtanraH
3epTTEYJIep MEH NPAaKTHUKAJBIK YCBIHBICTAD METaJUTyprus
JKOHE OHJIIPICTIK mporecTepi ABTOMATTAHIBIPY
caJlachIHarbl MaMaHAap YIIiH Naiaaisl 00Iybl MYMKIH.
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KonTpoJsuiep Herizinae keHai 02JKbITY NEIIIHIH 3JIeKTP KyaTbIH
O0ackapy
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Anpgarna. Kazipri oneMmae oHEpKICINTIK KOCITOPBIHAAPABIH THIMIIIITIH apTTHIPYIa SHEPTUAHBI YHEMICY JKOHE OHIIPICTIK
HpOLeCTepl OHTalIaHABIPy OacThl pen aTkapansl. OChl TYPFbIA pyAa OaJKBITy MEIITEPiHACTI 3JIEKTP KyaThlH KOHTPOJUIEP
HeTi3iHae O0acKapy FRUIBIMHU KbI3METKEpIIEp MEH HHXXCHEPIICP/IiH aJIbIHIA TYPFaH ©3eKTi MiHIeTTepaiH Oipi OObIT TaObITadb.
Kenni 6anmkpiTy memTepi MeTaiuT OHIIpiCiHIH MaHBI3AB! OYBIHEI OO TAOBIIATHIH KEHIII OHICY MPOLECTePiH/Ie My PO
aTKapanpl. by memreperi aekTp KyaThlH THIMII OacKapy MpoIece TYPaKThUIBIFEI MEH OHIMIUTIKTI apTTHIPY YIIiH MaHBI3IBL.
by 3eprTey Makamackl KOHTPOJUICPJCPl MaiifanaHa OTHIPHIN, KeH OalKbITy MEIIiHIH 3JEKTp KyaTblH Oackapy KyieciH
3epTTey MEH a3ipieyre apHanfaH. KeH memrepi MeTal OHIIPiCiHIH MaHbI3bl 06JIirl OOMBIN TaObLIAABI KOHE OJIAPIBI THIM/I
Oackapy IpPOLECTIH TYPaKTBUIBIFBIH YKOHE OHIMJUIIKTI apTThIPY/bl KaMTaMachl3 €Ty YIIIH MaHbI3Ibl. byi skymbicTa Oackapy
JKylenepiHaeri KOHTpOJUIEpIEepAiH JKYMBIC iCTey IPUHIMOTEPI KapacThIPbUIFAH, COHBIMEH KaTap OHIIPIC IPOILECiHiH
TUIMJIUITIH apTTHIPY MaKcaTbhIHAA IICLITIH AJIEKTP KyaTbIH OHTAWibl 0ackapy o/icTeMeci a3ipJeHreH. 3epTTey HOTHXKeJepi
AQHATUTUKAJIBIK EPEKTEeP, MaTeMaTHKAIbIK MOJEIbICD KOHE MPaKTUKAJbBIK YCHIHBICTApP TYPiHIE YCHIHBUIFAH, COHOal-aKk Oy
YCBIHBICTAP METAJUIYPIUsl JKOHE OHIIPICTIK MPOLECTepli aBTOMATTAHIBIPY CallaCchIHIAFbl MH)XCHEpJIep MEH MaMaHIapra
naiinanel 6omysl MyMKiH. KeHzi OankpITy memri — KeHAi KOFaphl TeMIIepaTypana OHICYre apHAIFaH KYpIelli TeXHHUKAIBIK
KYpBUTBIM. JleTeHMeH, KOl MeJIIepAe IeKTP YHEPTUsACHH MaiJalaHy MEUITiH ITYPBIC KYMBIC icTeMeyiHe JKOHEe THiIMIUTIriH
JKOFaNTYBIHA oKelyli MyMKiH. COHIBIKTaH KeH OaWbITy MeITepiHAe IeKTP KyaThlH 0acKapyAbIH 9MIICTepl MEH alrOpUTMACPIH
JKacay KeHJI eHJIeYy HPOLECiH OHTAaIaHIBIPYABIH ©3eKTi MiHIeTiHe aiHaiynma. Bys 3epTrey MakalachlHBIH MakcaThl KEH
0aJKBITYy TEUITepiH/e 3JIeKTp KyaTblH 0acKapylblH KOJIAHBICTarbl OJICTEPIH Taljiay, )KaHa aJrOpUTMIEpAl d3ipiiey JKoHe
oJlap/iblH THIMAUITIH TaXipubene Texcepy Oousbin TaObuianbsl. Herisri exmiH KbI3IbIpY MPOLECiH Oackapy KoHE IellTe
OHTaWJIbl TeMIlepaTypaHbl YCTall TYpy YIIIH KOHTPOJUIEPAI KoJJaHyra Oonajbl. 3epTTeyiH KeH OHAIPY >KYMBICTAPhI YIIiH
aifiTapibIKTail SKOHOMHUKAJIBIK T1aiijla 9Kelly, COHIal-aKk OHEPKACINTe AJIEKTP YHEPTUsCHIH THUIMIIPEK NaiiianaHy MYMKIHIr
6ap.

Hezizzi co3zdep: xonmponnep, keHoi 6aIKblmy, Kenoi mepMUusIblK newt, d1eKmp Kyamol, MamemMamukaiblk MoOelb, muimoi
backapy, sHepeusHvl YHeMOey.

YnpapJ/ieHHe JIeKTPHYeCKOH MOIIIHOCTHIO PYTHOTEPMHUYECKOM Medn
Ha 0a3e KOHTPOJLJIEPOB
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AnHoTaunusi. B coBpeMeHHOM MHUpe 3HEProcOepeKeHHE W ONTUMH3ALHUS IPOIECCOB MPOM3BOJACTBA HUIPAIOT KITFOYCBYIO
POJb B HOBBIMIECHUH (D (HEKTUBHOCTH MPOMBIIIUICHHBIX MPEANPUATHH. B 3TOM KOHTEKCTe yIpaBiIeHHEe IIEKTPHYECKON MOIITHO-
CTBIO B PYAHOTEPMHYCCKHX IIeUaxX Ha 0a3e KOHTPOJUIEPOB SIBISIETCS OJHOM M3 aKTYaIbHBIX 3334, CTOSIIUX Mepel UCCIeI0Ba-
TEJSIMUA M UHXXEHepaMu. PyTHOTepMUYECKHE eI UTPAIOT KIIFOYEBYIO POJb B MpolieccaX 00paOOTKU Py/IbI, MPEICTABISSA CO-
00l BaKHOE 3BCHO B NMPOW3BOJCTBE MeTaia. DPQPEKTHBHOE YIPABICHUE JIICKTPHICCKON MOITHOCTHIO B ATHX II€4aX UMEET
peuiaroniee 3Ha4YCHUE I OOCCIICYCHUS] CTAOMIBHOCTH MPOIECCA M TOBBIMICHUS MPOU3BOIUTECIBLHOCTH. JlaHHAs HAY4YHO-
UCCIICIOBATEIbCKAS CTAThs MOCBSAIICHA UCCICIOBAHUIO U Pa3pabOTKE CUCTEMBI YIPABJICHHUS DIICKTPUICCKONH MOIIHOCTBIO Py/I-
HOTEPMHUYECKOW TEeYH C HCIIOJIb30BAHHEM KOHTPOJLIEPOB. PylIHOTEpMHUYECKHE EUH SBISIFOTCS BaXKHBIM 3B€HOM B IPOU3BO/I-
CcTBe MeTayia M 3QPEKTUBHOE yIpaBJiIeHHE UX PabOTON UMEeT peraromiee 3HaueHNe I 00ecIiedeHUs CTaO MUTbHOCTH TIPOIIeC-
ca ¥ NOBBIIICHHS IPOU3BOUTENLHOCTU. B manHOW paboTe paccMaTpUBaIOTCS HPHUHIUIBI (HYHKIIMOHUPOBAHUSI KOHTPOJLIEPOB
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B CHCTEMaXx YIPAaBJICHHS, a TAKOKEe pa3padaThIBaeTCs METOANKA ONTUMAIIBHOTO YIIPABJICHHUS YIEKTPHYSCKON MOITHOCTBIO MEYH
C IIeJIBIO TTOBBINIEHHS 3P HEKTHBHOCTH IIPOM3BOICTBEHHOTO Iponecca. Pe3ynpTaThl HccieJOBaHUS NIPEACTABICHEI B BUIE aHA-
JMTHUYECKHUX JaHHBIX, MATEMAaTHYECKUX MOJIENIel U MPAKTUUECKUX PEKOMEHIaN, KOTOPBIE MOTYT OBITh IT0JIE3HBI HHXEHEpaM
U CIELHaINCTaM B 00JaCTH METAJUIyprHMM M aBTOMAaTH3allMd IPOMBIIIICHHBIX MpoleccoB. PyqHoTepMuyeckas mneyb — 3TO
KOMIUIEKCHOE TEXHHUYECKOE COOpY)KEHHE, IpelHa3HaueHHOe Uil 00paboTKH pyAbl NPH BBICOKUX Temmeparypax. OnHako,
UCIIOJIb30BaHKUE OOJBIIMX 00BEMOB JICKTPUYECKONW SHEPTUU MOXKET NPHUBECTH K HENPaBHJIBHOW paboTe meuu U morepsm 3¢-
¢exruBHOCTH. [103TOMY pa3paboTka METOIOB U AITOPUTMOB YIPABJICHUS AJIEKTPHUYECKON MOIIHOCTBIO B PYAHOTEPMHUYECKUX
reyax CTaHOBHUTCS Bce Ooliee akTyanbHOMU 3ajaueil Juisd ONTHMU3AlKH TIporiecca 00paboTKH pyabl. 3a1aun JaHHOM HcclieoBa-
TEJBCKOW CTaThH 3aKJIIOYAIOTCS B AHAIU3E CYIIECTBYIOIIMX METOIVK YIPABJICHHUS JJICKTPUIECKOH MOIIHOCTBIO B PYIHOTEp-
MHYECKHX TIeyaX, pa3paboTKe HOBBIX AITOPHUTMOB M INpOBepke X 3PQPeKTHBHOCTH Ha mpakThke. OCHOBHOHM aKIeHT Oyner
ClleNlaH Ha MCIIOJb30BaHMH KOHTPOJUIEPOB VIS YIPaBIEHHS MIPOLECCOM HarpeBa M IMOJJepiKaHus ONTUMANIBHOM TeMIiepaTypbl
B reun. MccnenoBanue uMeeT MOTEHIMA MPUBECTH K 3HAYUTEIBHBIM SKOHOMUYECKUM BBITOJAaM Ul NPeANpHATHH, paboTa-
FOINX C PYAOH, a TakkKe CIocoOCTBOBaTh Ooiee 3(pPEeKTHBHOMY HCIOIB30BAHUIO SJCKTPHUUECKOW MOIITHOCTH B NMPOMBIIIICH-
HOCTH.

Kniouesvle cnosa: konmponnep, pyoonnaska, pyOHOmMepMuieckas nedv, 21eKmpodIHepeus, MamemMamuyeckas Mooes, d¢-
QexmugHoe ynpasnenue, dnepeocoepesicenie.
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Abstract. To ensure the content of decision-making information systems in the individuals’ assets management process re-
quires the development of mathematical models of complex social systems. Studying the expectations of young people on
socio-economic issues is of great importance for understanding the future development of the state for developing social policy
strategies. A priority throughout the life cycle of an individual is happy and stable marriage, for the stability of which material
and moral well-being is important. The next important factor of growing up is closely related to solving the housing problem.
The strategic goal of most universities is to train highly paid specialists who are capable to develop the country and support the
well-being of own family. Planning expected income is one of the steps of the family welfare planning algorithm. The purpose
of this work is to study factors that are important for maturation and well-being. Using machine learning methods, the work
explores socio-economic problems from the point of view of first-year university students. The influence of various factors for
making decisions regarding the expected age of marriage, solving the housing problem, and expected job income is considered
in the research work. Pre-processing of survey data applies data mining techniques. A comparative analysis of the forecast
accuracy of classification methods is carried out: logistic regression, neural networks, support vector machines. Students are
clustered using the K-means method.

Keywords: machine learning methods, mathematical model, forecasting, behavior patterns, youth problems.

1. Introduction tal, strength, etc. are studied within the framework of the
dynamic conflict model.

This paper aims to describe issues of family financial
well-being using mathematical modeling methods for further
use in the development of an information system. To achieve
this goal, it is first necessary to describe the processes of
creating family financial well-being and determine the limi-
tations of the mathematical model. A study of the literature
allows for the application of existing institutional investment
management solutions to family finances. By family we
mean three generations: children, parents and the older gen-
eration of grandparents. The welfare of the family is consid-
ered as family savings, the income of family members is
considered as private cash flows. Earnings can be attributed
to individuals, while family savings are distributed among
family members. Savings also serve as reserves and insur-
ance for rainy days. Since the well-being of an individual is
interdependent on the well-being of the family, the totality of
family assets can be considered as a long-term fund, which
implies the financing of certain long-term goals. Examples of
goals could be financing the education of children, financial
assistance in creating a young family, purchasing real estate,
and financial assistance for elderly parents. Planning ex-
pected income is one of the steps of the family welfare plan-
ning algorithm [4-6]. The purpose of this work is to study
factors that are important for maturation and well-being.

The long-term priority in the field of social policy in the
direction of ensuring social guarantees and increasing the
personal responsibility of the country's citizens is the devel-
opment strategy of our state. Having a conscious manage-
ment trajectory, a person can plan personal finances at a
young age without resorting to the help of a credit institution.
Information decision-making systems in the field of asset
management for individuals require the development of
mathematical models of complex functional social systems
and algorithms for their solutions.

Research into issues of investment and human capital
during the life cycle of an individual is relevant. Thus, in [1]
it is noted that transferring subsidies to an earlier age in-
creases aggregate welfare and human capital. Determining
the optimal portfolio for an investor with increased risk aver-
sion in the stock market suggests that older investors should
reduce their allocations to risky assets, which is consistent
with the empirical relationships between age, wealth and
portfolios [2]. Work [3] notes the importance of conducting
research on the life cycle of individuals in families in urban
conditions. Optimal strategies for financing and investing a
defined contribution pension plan when changing consump-
tion, attitude to risk and the level of human capital. As-
sessing intergenerational social mobility is important for
understanding the role of family in explaining income ine-
quality. Issues of modeling optimal investment behavior  1.1. Data collection and preparation

considering personality factors such as abilities, human capi- This work uses supervised learning models for labeled data
for classification problem and an unsupervised learning model
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for student clustering. The methods help to identify factors that
divide students into clusters and classes. Required data set for
learning models is collected by anonymously surveying stu-
dents using online surveys via Google forms. One of the main
tasks is systematization and processing of survey data. It re-
quires preliminary data preparation, data analysis, selection of
features for training models, and assessment of forecasting
efficiency. Pre-processing of survey data Excel spreadsheets is
carried out using intelligent and exploratory data analysis
methods using the Python programming language. The volume
of data is 90 questionnaires of first year students of various
specialties who voluntarily filled out questionnaires. A variety
of data were obtained: structured, semi-structured, unstruc-
tured regarding values and attitudes of students on different
aspects of future life. Traditionally, forecasting is based on
numbers, indicators, coefficients based on statistics and math-
ematical modeling. However currently one uses machine
learning methods (MLM), since the use of unstructured data
allows making predictions deeper and information technology
- doing calculations faster [7-10].

Data preparation and ranking involves cleaning and or-
ganizing the source data into a consolidated format so that
the resulting data set is suitable for further analysis and train-
ing of the model. The quality of the data influences the train-
ing of the selected machine learning models. Since there is
relatively small data set, deleting incorrectly completed ques-
tionnaires is not suitable. All missing, blank responses were
replaced with minimum, maximum, or average values. To
make the data suitable for analysis, text and unstructured data
were digitized. Aggregation of similar data into one variable
was not produced, although some of the questions were for
assessment of value factors of family well-being, for exam-
ple, attitude towards future work, spouse, and income. To
aggregate or isolate factors that do not have an impact and
are not associated with output data, additional expert
knowledge is required. No external expertise was involved,
so all collected answers left without aggregation or removal.
Some data relates to material and time factors like the age of
marriage, the age of purchasing own home, income. In gen-
eral, resulting variables refer to different types: ordered,
continuous, categorical. For example, income is continuous,
the choice to live with or not with parents is categorical, the
assessment of the degree of importance of real estate is dis-
crete and ordered. After converting text data, it was received
up to 90 observations and 56 features of digital data set. The
data obtained are not only of different types, but also lie in
different ranges of values. Normalization is sensitive to out-
liers and is used when the data distribution unknown. Stand-
ardization is less sensitive to outliers, since it depends on the
average value and standard deviation. In this work, the data
were standardized according to formula:

Xnorm = ((X_,U))/G

2. Materials and methods

2.1. Preliminary data analysis

Visualization of data in the form of histograms allows you
to make a preliminary analysis of students’ attitudes to issues
of interest. Data analysis shows that the majority of modern
young people prefer to join into marriage after they buy a
house, a car and settle down. They prefer to conclude marriage
at 23 or 28 years. A minority would like to get married before
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the age of 21 or after 33. It also shows that most students want
to earn no less than 400 thousand tenge per month. Few people
expect to maintain an income of 150-300 thousand tenge.
There are students who want to earn more than 1 million ten-
ge. The overwhelming majority believe that an apartment is
the most important property that can be acquired by spouses
during marriage. The survey of students about what does a
family spend most of its income on gives the results that most
students think that this is buying a real estate.

2.2. Nearest neighbors’ method

Scatterplot and nearest neighbor method are used to un-
derstand the relationships between two features. So, there is
no clear connection between the following characteristics:
how much do parents spend on average in month for student
support and at what age does the student plan to decide his
own family's housing issue. In most cases the boundaries of
separation between students take complex forms. However,
there is decision boundary between students whose expected
age of marriage before and after 27 years old. Some division
occurs between students regarding opinion, that saving on a
deposit is ineffective or the costs of purchasing real estate is
not the largest family expenses. One can interpret the divi-
sion as different attitude towards a saving and real estate
among different groups of students. There is a division of
opinions regarding the point that the most important thing is
to pass on healthy genes to the heirs.

2.3. Clustering

The clustering method of k-means is used to determine k-
groups of students with similar answers to questionnaires. In
this case, the structure of the division is unknown in advance,
in contrast to the classification based on a predetermined
feature. The elbow method was used, which helps to select
the optimal number of clusters for the clustering task. Based
on the distance metric between the clusters it follows that the
students are optimally divided into three clusters considering
all 56 characteristics. Fig. 2 shows a two-dimensional visual-
ization of three clusters based on the first two features, since
it is impossible to display 56 features on the graph. Fig. 2
shows the centroid of three clusters according to coordinates
x= feature “real estate purchase” and y= “feature financing
education of children”. It is possible to conclude that stu-
dents who consider the financing of children's education as
insignificant expenses fall into the first cluster. The rest stu-
dents, who do not agree with this, are divided into two
groups according to attitude to the cost of buying real estate.
Thus, the second cluster estimates the cost of buying real
estate on the scale of 3 and below (middle priority), the third
cluster - on the scale 4 — 5 (high priority).
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Figure 1. Scatter diagram of three clusters on x= “real estate
purchase” and y= “financing education of children”
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2.4. Classification

The choice of training method depends on the classifica-
tion task, type of data and data set size. Most machine learn-
ing methods involve training on structured data, so the un-
structured data was initially processed and organized into a
structured format. In our case there were 90 observations and
56 features in the data set, so it was decided to use several
methods and compare the results to study the advantages of
each method. In this research work, the most important factor
in family well-being is the expected income of a student.
Therefore, the forecast of an expected student income was
taken as the output variable of the classification model. The
model for predicting student income can be used in the pro-
cess of education and training of highly paid specialists.
Collected from the questionnaires, the expected income data
set was marked and divided into two classes: label 1, if the
expected income is at least 500 thousand tenge and label 0 if
it below 500 thousand tenge. As seen in Figure 2 such a
division divides student into two almost equal classes.

Number of people

-
o

0

less than 500 thousand ~ more than 500 thousand

Figure 2. Output data of income

3. Results and discussion

Three classification methods were used in the research
work: logistic regression, neural networks (NN) and the
SVM (support vector machine method). To apply classifica-
tion methods, 80% of the data was used as training data, 20%
as test data. The neural network architecture consists of three
layers. There are 64 neurons in the hidden layers and one
neuron in the output layer. The activation function was the
relu function in the hidden layers and the sigmoid function at
the output layer. Forecast results for test data are presented in
the error matrix (Figures 3-5). For test data, error analysis
showed that logistic regression works better at reducing
errors Type I, and the SVM method is better in reducing the
Type Il error. The NN method is optimal.

MaTpuua ownbok
MNpoueHT owmnbok: 38.89% | ToyHoCTb: 61.11%

DaKTNyeckue 3HayeHua

i =2
0 1
NMpeackasaHHble 3HaYeHus

Figure 3. Logistic Regression Error Matrix
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Confusion Matrix
Accuracy.66.67%
Error:33.33%

Predicted

Figure 4. Error matrix of the neural network method
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Figure 5. Error matrix, SVM method

Table 2 shows the classification performance indicators
of each method, of which one can see that considering the
sample size, heterogeneous data types, the ratio of the num-
ber of observations and features, the NN and SVM methods
give better results than logistic regression. Moreover, the NN
method gives balanced performance measures in the sense of
type | and type Il errors, which can be explained by the fact
that in the data set the number of observations exceeded the
number of features. In addition, most of the features had low
variability, since it took values from a limited set {1; 2; 3; 4;
5}. Thus, the forecast accuracy of the learning model for
forecasting expected income according to the survey data
was 67%. This is higher than just guessing 50%, but the
result is not efficient enough.

4. Conclusions

Thus, the research work collected and analyzed data from
a sociological survey of university students. Structured and
unstructured survey data were digitized and preprocessed by
exploratory data analysis methods for further processing by
machine learning methods. The clustering method of k-
means was used to determine three groups of students with
similar answers to questionnaires. Several machine learning
methods were applied for classification students by expected
future income. The research work provides a comparative
analysis of the effectiveness of classification methods: lo-
gistic regression, neural networks, support vector machines —
for specific task of classifying students, where the output
attribute is the expected income, and the input features are
answers to the socio-economic questions of the question-
naire. Received models allow studying behavior patterns and
classifying and clustering students by expected income de-
pending on the expected age of entry into adulthood, the
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financial capabilities of students' parents and other factors.  [5] Rysmendeyeva, G.S. (2021). Development of mathematical
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ODJIEYyMETTIK-IKOHOMHUKAJIBIK CAyaJTHAMAJIAPAbIH MJJIIMETTEPIH
TaJAay YIIIH MAIINHAJBIK OKBITY JiCTEPIH KOJIAaHY

I'.C. PeicmMenzeeBa”
Satbayev University, Arvameoi, Kazaxcman
*Koppecnonoenyus ywin asmop: J.rysmendeyeva@satbayev.university

Angarna. JKeke axTtuBTepai Oackapy TpOLECiHIE IIeMIiM KaOBUIAyIBIH aKMapaTTHIK JKYHENEpiHiH Ma3MYHBIH
KaMTaMachl3 €Ty YINiH KypHelli 9JeyMeTTiK KyienepaiH MaTeMaTHKAaJbIK YITUIepiH xacay KaxeT. JKactapIblH aIeyMeTTiK-
KOHOMHMKAJIBIK MAceliesiep OOMBIHIIIA YMITTEPiH 3epaAeiicy MEMIICKETTIH JaMy OOJalIarbiH TYCIHY JKOHE dJICYMETTIK CasiCaTThIH
CTpaTEerUsUIapbIH d3ipJiey YIIIH YJIKEH MaHbI3fa he. AJaMHBIH OYKIJT OMIpIiK HUKIIHIETT 0achIMIBIK - OyJ1 OAKbITTBI KOHE
TYPaKThbl HEKE, OHBIH TYPAKTBUIBIFBI YIIIH MaTEPHAJIBIK )KOHE MOPAJIbJIBIK dJI-ayKaT MaHbI3/bl. byt ecyiH MaHbI31Ib! (JaKTOPBI
TYPFBIH Vil MOCeJIeCiH LIeUIYMEH ThIFbI3 OaiilaHbIcThl. KenTereH yHUBEpCUTETTEP/IiH CTPATETUsUIBIK MaKCaThl — €N/l JaMbITyFa
JKOHE OTOACKHIHBIH dJI-ayKaThlHA KOJIIay KOpCceTyre KaOlIeTTi, )KaJlaKbIChl )KOFapbl MaMaHAap bl faiibiaaay. Kyrinerid TaObICThI
JKOCTapiay OTOACKIHBIH OalJIBIFBIH JKOCIApIIay aJITOPUTMIHIH Ke3eHAepiHiH 0ipi 00JbIN TaObLIaAbl. BYJT KYMBICTHIH MAaKCATHhI -
KETIy JKOHE oN-ayKaT YINiH MaHBI3Abl (akTopiapisl 3epTTey. MallMHAJbIK OKBITY 9IIiCTepiH KOJOaHa OTBIPBIIN, JKYMBIC
YHHBEPCHTETTiH OipiHII KypC CTYOCHTTEPI TYPFHICHIHAH 9JICYMETTiK-3KOHOMHUKANIBIK MPpoOeManapabl KapacTeIpaabl. 3epTTey
JKYMBICHI KYTUICTiH HEKe JKachlHA, TYPFBIH YH MIENIiMIEpiHe J>OHE JKYMBICTaH KYTUICTIH TaObICKa KAaTBICTHI MICHIM
KaObUIIayFa opTYpIli hakTopiIapAbIH ocepin 3eprreiai. CayamHaMa IepeKTepiH aliblH ajla eHIeY JepeKTepIi i31ey omicTepin
KOJJIaHY apKbIIbl JKy3ere acelpbutaznbl. JKikrey opmiciHiH OoypkaM JONiriHe CalbICTBRIPMAibl Tanjay O Kyprisijeni:
JIOTUCTUKAIBIK perpeccHs, HEWPOHBIK KeJiiep, TipeK BEeKTOpJbIK MamuHanap. Okymbulap «K-opramapsD» afici apKbUIbI
TOIITACTHIPHLIAIBI.

Hezizzi co30ep:. Mauiunanwlx OKbIny, MamemMamukaivly MoOeas, DOIxCay, Mine3-KYvlK yaciiepi, scacmap macenenepi.

HpI/IMeHEHI/Ie METOA0B MAIIIMHHOI'0 oﬁyqunﬂ AJIA aHaJIN3a JaHHBbIX
COUAJTBbHO-9KOHOMHUYICCKHUX OIIPOCOB
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Annoranusi. /[ obecrieueHust coiepkaHusi UHOOPMALMOHHBIX CHCTEM IPHHATHS PELICHUH B IIPOLIECCE YNpaBICHUS
aKTHBaMH JIMYHOCTH HeoOXoiuma pa3paboTka MaTeMaTHYECKHX MOJETEH CIOXKHBIX CONMAIBHBIX CHCTEM. M3yueHne
OKHJAHUI MOJIOAEKH IO COIHATbHO-?KOHOMHYECKHM BOIPOCAM HMEET OOINbIIOe 3HAUCHHE AJSI IMOHWMAaHMS HEPCIIEKTHB
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Pa3BUTHSI TOCYAApCTBA M Pa3pabOTKU CTPATETHH COLMAIbHONW MONUTHKH. IIpHOPUTETOM Ha MPOTSIKEHUH BCETO KM3HEHHOTO
IIVKJIA JIMYHOCTH SIBIISIETCS] CYACTIIMBBIN M CTAOMIBHBIN OpakK, I CTAOMIBHOCTH KOTOPOTO Ba)KHO MAaTEpHAIBHOE U MOPAIIbHOE
Onaronoxyuune. JlaHHBIH BaKHBIH (AaKTOp B3POCICHUSI TECHO CBS3aH C PELICHHEM >KWIMINHOTO Bompoca. CTparernyeckoii
LEbI0 OOJIBIIMHCTBA YHHBEPCUTETOB SIBISETCS IMOJArOTOBKA BBICOKOOIIAYMBACMBIX CIELUAIHMCTOB, CIIOCOOHBIX pa3BHBAThH
CTpaHy W IOJICPKUBATh OJaronoinydue cBoer cembu. IlnaHnpoBaHne 0XHIaEMOro A0X0/a SIBISIETCS] OJJHAM U3 ATAIOB ajro-
pUTMa IUIAaHMPOBaHUS 0JIarococTosHUS ceMbH. Llenblo qaHHON paboTHI ABJIsIETCS U3y4YeHUE (PaKTOPOB, BXKHBIX JJIsI B3pociie-
HUA 1 Onarononryyus. C IIOMOIIBIO METOJIOB MAIIMHHOTO 00y4YeHHus! B paboTe UCCIEAYIOTCS COLMaIbHO-9KOHOMUYECKHUE TIPO-
OJIEMBI C TOUKH 3pEHHUs CTYACHTOB-IIEPBOKYPCHUKOB By3a. B mccnenoBaTenbckoil pabore paccMaTpyuBaeTCsl BIUSHUE pas3iind-
HBIX (DaKTOPOB Ha MPHHATHE PEUICHHH OTHOCHTEIBHO IPEIIONAracMoro Bo3pacTa BCTYIUICHHA B OpaK, PEIICHNUS KUITUITHOTO
BOIIPOCA, O’KUAEMOTO0 Joxoxaa oT pabotsl. [IpeaBapurtenpHas 00pabOTKa JaHHBIX OIPOCA OCYIIECTBIAETCS METOAAMH HHTEI-
JIEKTyaJbHOTO aHajJM3a JAaHHBIX. [IpOBOIUTCS CpaBHUTEIBHBIN aHAIN3 TOYHOCTH IPOTHO3a METOJOB KIACCH(HUKAINU: JIOTH-
CTUYECKON perpeccuu, HEMPOHHBIX CETEH, ONOPHBIX BEKTOPOB. IIpoBoauTes KilacTepusanus cTy1eHTOB MeTonoM K-cpennHux.

Knrwouegvie cnoea: mawunnoe ooyuenue, mamemamuieckas MoOeb, NPOSHOUPOBaAtUe, NAMmepHsl N0GEOeHUsl, NPOOeMbl
Mono0edncu.
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Abstract. Sodium tripolyphosphate (NasP3O10) is an important chemical compound widely used in various industries, in-
cluding food, chemical and pharmaceutical. Used as a stabilizer, leavening agent and water softener. The development of an
effective control system for the extraction process of sodium tripolyphosphate is an urgent task to improve production efficien-
cy and ensure product quality. Today's industry is increasingly focusing on developing and optimizing chemical extraction
processes to improve efficiency and reduce costs. One such item is food, pharmaceuticals, glass, etc. Sodium tripolyphosphate,
which is widely used in various industries. The development of a control system for the sodium tripolyphosphate extraction
process is of great importance for optimizing and increasing the efficiency of this process. The relevance of this task is due to
the fact that the process of producing sodium tripolyphosphate has certain difficulties and depends on temperature, pressure,
ratio of reagents, etc. This is due to the fact that it is necessary to control and adjust various parameters. As a result, an auto-
mated model of drying towers was developed to improve efficiency and reduce costs in the sodium tripolyphosphate industry.

Keywords: automatic control system, extraction process, drying towers, mathematical model.

1. Introduction

The drying tower is a vertical cylindrical device with a
conical bottom. The top of the tower is equipped with an
explosion valve and two mixing baffles that mix two heat
flows: the first from the turbocalciner and the second from
the combustion of natural gas in the upper burner.

First of all, it should be noted that none of the installa-
tions of the drying and heating shop has an optimal process
control system, which is closely related to the lack of an
adequate mathematical model of these processes.

The quality of SPTP increases by 10-15% with the intro-
duction of an optimal control system in the drying tower of
the sodium tripolyphosphate production process. Moreover,
the process is carried out with minimal fuel consumption and
low consumption of finished products [4].

2. Materials and methods

In modern industry, more and more attention is paid to the
development and optimization of chemical extraction process-
es in order to increase efficiency and reduce costs. One of
these items is food, pharmaceuticals, glass, etc. sodium tripol-
yphosphate, which is widely used in various industries.

The technological scheme of production of sodium tripoly-
phosphate using a drying-heating furnace, as well as the device
and working principle of this process were studied. The calcu-
lation of the material balance has been completed. Based on
the results of the calculations, a promising and effective inte-
grated method scheme was selected, which allows to achieve
high efficiency.

To achieve this goal, it is necessary to solve the following
tasks:

© 2023. A.O. Ulaskan, M.M. Orynbet
https://ce.journal.satbayev.university/. Published by Satbayev University

- analysis of existing methods and technologies for obtain-
ing sodium tripolyphosphate;

- research and identification of the main factors affecting
the process of obtaining sodium tripolyphosphate;

- creating a mathematical model of the sodium tripoly-
phosphate production process;

- development of a management algorithm based on a
mathematical model and considering the main factors;

- development of software for implementation of manage-
ment system;

- conducting experiments to check the effectiveness of the
developed management system:

It is expected that the results of this work can be used in
various fields where it is necessary to obtain sodium tripoly-
phosphate. Development of management system allows to
reduce costs

Sodium tripolyphosphate (sodium tripolyphosphate) pro-
duction technology is an important process in the chemical
industry. Sodium tripolyphosphate is an inorganic compound
used in many applications such as the food processing, laundry
and metallurgical industries.

The production process of sodium tripolyphosphate begins
with the main raw materials - phosphates, for example, rock
and bone phosphates. Phosphates usually contain 16-18%
tribasic phosphate, which is the main single component for the
production of sodium tripolyphosphate.

One of the first steps in the process is to treat the phos-
phates with a sulfuric acid solution to remove unwanted impu-
rities such as iron and aluminum. The resulting phosphate
solution is then filtered to remove phosphate deposits.

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.



https://ce.journal.satbayev.university/
http://creativecommons.org/licenses/by/4.0/
https://ce.journal.satbayev.university/index.php/journal/article/view/1252

A. Ulaskan et al. (2023). Computing & Engineering, 1(1), 41-46

After filtration, the phosphate solution is mixed with so-
dium hydroxide solution, resulting in a white precipitate of
sodium tripolyphosphate. The resulting sediments are sepa-
rated from the liquid through the sedimentation process.

Sodium tripolyphosphate precipitates undergo a drying
process that results in a stable material that is easily stored
and transported.

The production process of sodium tripolyphosphate usu-
ally involves several steps:

Preparation of sodium phosphate: Primary components
are phosphoric acid (HsPO4) and sodium hydroxide (NaOH).
These reagents react in the reactor to form sodium phosphate
(NasP0s) and water (H20).

HsPO4 + 3NaOH — NaszPO4+ 3H,0 (1)

Neutralization process: After sodium phosphate is
produced, its solution is neutralized by adding an alkali such
as sodium hydroxide (NaOH). This leads to the formation of
basic sodium phosphate.

NasPOs+ NaOH — NasP,07 + H,0 2

Precipitation of tripolyphosphate: The resulting basic
sodium phosphate (NasP207) is further processed to produce
sodium tripolyphosphate. The basic phosphate solution is
heated and excess water is removed by evaporation. As a
result, a solid precipitate of sodium tripolyphosphate is
formed.

NayP207 + H20 — NasP3010 (3)
Purification and drying: The resulting sodium
tripolyphosphate is purified to remove impurities and

undesirable compounds. It is then processed to the proper
particle size and dried to remove residual moisture.

Packaging and Storage: Purified and dried sodium
tripolyphosphate is packaged according to customer
requirements and stored in a safe and dry place until use.

The obtained sodium tripolyphosphate has a wide range of
applications. In the food industry, it is used as an emulsifier
and stabilizer that improves the structure and shelf life of food.
In the metallurgical industry, sodium tripolyphosphate is used
as an additive to remove rust and increase process
productivity. It is also used in the production of detergents to
remove grease and prevent scale formation.

The production technology of sodium tripolyphosphate is
complex and many factors such as temperature, concentration
of reagents and reaction time can affect the final quality of the
product. Effective manufacturing technology requires careful
control of these factors and continuous process improvement
to achieve optimal results.

The melting point is 622°C, in its pure state it is quite
stable up to the melting point, when the temperature is further
increased, it decomposes into meta and pyrophosphate.

Sodium tripolyphosphate is also soluble in water.
Dissolves up to 50 g in 100 ml of water at a temperature of
20°C.

As for the production technology at the sodium
tripolyphosphate plant:

The production of sodium tripolyphosphate is a complex
chemical process carried out in a factory. These include:

Raw materials: The main raw materials for the production
of sodium tripolyphosphate are phosphoric acid (HsPO.) and
sodium hydroxide (NaOH).
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Dosing and mixing: Phosphoric acid and sodium
hydroxide are dosed and mixed in special reactors. Control
additives and catalysts are added to ensure optimal reaction
conditions.

Reaction: In reactors, a reaction takes place between
phosphoric acid and sodium hydroxide, resulting in the
formation of sodium tripolyphosphate (NasPsO10) and water
(H20). This is an exothermic reaction accompanied by heat
release.

Separation and purification: after the completion of the
reaction, the resulting mixture passes through special
separation units that separate the liquid phase (water) from
the solid phase (sodium tripolyphosphate). Purification of
sodium tripolyphosphate may involve the use of filtration,
drying, and other methods.

Forming and Packaging: After purification, sodium
tripolyphosphate can be crushed, graded and packaged
according to customer requirements. It usually comes in
powder or pellet form.

Quality control: Quality control is carried out at every
stage of production to ensure that the product conforms to
established standards. This may include analysis of active
ingredients, purity tests and physicochemical measurements.

Waste  Disposal:  The  production of  sodium
tripolyphosphate can generate waste and wastewater. The
plant must provide a system for the treatment and disposal of
these wastes in accordance with environmental and safety
standards.

On an industrial scale, sodium tripolyphosphate is
produced from solutions of sodium orthophosphate in a one-
or two-step process. In the first version, drying and heating
are carried out in the same device, often in a rotary kiln that
recycles the product.

The entire sodium tripolyphosphate manufacturing
process requires compliance with strict safety and regulatory
requirements to ensure high quality products and minimize
potential adverse environmental impacts [1].

Sodium tripolyphosphate (NasP3O1o) is a chemical widely
used in various industries such as food processing, laundry,
detergents, dishwashing detergents, glass, ceramics and other
materials.

Raw materials and reactions

The production of sodium tripolyphosphate is based on
the use of phosphoric acid (HsPO4) and sodium hydroxide
(NaOH) as starting materials. The reaction between
phosphoric acid and sodium hydroxide leads to the formation
of sodium tripolyphosphate:

2NaOH + H3PO4 — NasP3010 + 3H,0 (4)

Production process

The production process of sodium tripolyphosphate can be
divided into several main stages:

1. Preparation of the reaction mixture: Phosphoric acid and
sodium hydroxide are mixed in a reactor in known
proportions. Usually, an excess of sodium hydroxide is used to
ensure complete conversion of phosphoric acid.

2. Reaction: The mixture is heated to a certain temperature
and kept liquid by mechanical stirring. A chemical reaction
occurs between phosphoric acid and sodium hydroxide,
resulting in the formation of sodium tripolyphosphate.

3. Cooling and crystallization; After the reaction is
completed by cooling the mixture, the obtained sodium
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tripolyphosphate comes out of the solution in the form of
crystals.

4. Separation and drying: The resulting sodium
tripolyphosphate crystals are separated from the solution and
subjected to a drying process to remove excess moisture.

Quality and control

Product quality control is an important aspect in the
production process of sodium tripolyphosphate. This includes
the analysis of the composition of the main substance, the
identification of impurities and contaminants, as well as
physico-chemical and microbiological tests. Quality control
ensures product compliance with established standards and
safety requirements [2].

The production of sodium tripolyphosphate is based on the
reaction between phosphoric acid and sodium hydroxide. This
process includes preparation of the reaction mixture, chemical
reaction, cooling and crystallization, separation and drying of
the obtained product. Quality control is an important part of
production to ensure product compliance with requirements
and standards.

Below is detailed information on some of the
physicochemical properties of sodium tripolyphosphate:

1. Solubility

Sodium tripolyphosphate is highly soluble in water. Easily
dissolves up to 10 g/ml at room temperature. This makes it
effective for use in processes that require rapid and complete
dissolution of water-soluble components.

2. Chemical stability

Sodium tripolyphosphate is chemically stable under most
conditions. It is stable in alkaline solutions and has high
thermal stability. But under acidic conditions or at high
temperatures, it can decompose into phosphates with a lower
oxidation state.

3. pH

Sodium tripolyphosphate is an alkaline compound.
Therefore, its solutions have a high pH, typically around 11 in
a 1% solution. This property makes it useful in processes
where the pH needs to be controlled or maintained, such as
detergent production or food stabilization.

4. Formation of complexes

Sodium tripolyphosphate forms complexes with various
metal ions, including calcium, magnesium and iron ions. This
allows it to be used in processes such as degreasing and
defoaming in industrial systems to remove solid deposits and
precipitated salts. Hardening properties can also be used to
stabilize foods and prevent ingredients from settling or mixing.

5. Source of phosphorus

Sodium tripolyphosphate is a good source of phosphate,
which is important in biological processes. Phosphorus is an
important element for the growth and development of plants,
as well as for the normal functioning of the body. In the food
industry, sodium tripolyphosphate can be used as an additive
to improve the structure and texture of food products.

6. Form and appearance

Sodium tripolyphosphate appears as colorless or white
crystals, usually in powder or granular form. It has a very high
density of about 2.5 g/cm?.

The drying tower is a vertical cylindrical device with a
conical bottom. The top of the tower is equipped with an ex-
plosion valve and two mixing baffles that mix two heat flows:
the first from the turbocalciner and the second from the com-
bustion of natural gas in the upper burner.
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First of all, it should be noted that none of the installations
of the drying and heating shop has an optimal process control
system, which is closely related to the lack of an adequate
mathematical model of these processes.

The quality of SPTP increases by 10-15% with the intro-
duction of an optimal control system in the drying tower of the
sodium tripolyphosphate production process. Moreover, the
process is carried out with minimal fuel consumption and low
consumption of finished products [3].

The scheme of automatic adjustment of the orthophosphate
drying process is as follows (Figure 1).

Various devices are used in raw material drying, especially
spread drying towers are considered widespread.

Diffusion drying towers are designed for drying sodium or-
thophosphate and are designed to reduce moisture content to
1%. The drying tower (9) is a vertical cylindrical apparatus,
conical downwards. The upper part of the tower is equipped
with an explosion (explosion) valve and two mixing baffles
that mix two coolant flows: the first from the turbo calciner
and the second from the upper natural gas combustion burner.
The upper pressure manifold is located outside the tower under
the mixing chamber. Decomposes orthophosphate solution
consists of 32 nozzles (10) with a hole diameter of 0.8 mm.

In the nozzle, orthophosphate is distributed and sprayed
under a pressure of 9-15 MPa through a pipe drive. Injector
burners (8) are located in the tower. Dispersed orthophosphate
is dried by burning gas in a burner. Dried orthophosphate is
dehydrated and crushed in a drying tower goes down. From
here it is sent directly to the turbo calciner (12).

The scheme of automatic adjustment of the orthophosphate
drying process is as follows (Figure 1).

o
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Figure 1. Diagram of automatic adjustment of the orthophos-
phate drying process

Various devices are used in raw material drying, especially
spread drying towers are considered widespread.

Diffusion drying towers are designed for drying sodium or-
thophosphate and are designed to reduce moisture content to
1%. The drying tower (9) is a vertical cylindrical apparatus,
conical downwards. The upper part of the tower is equipped
with an explosion (explosion) valve and two mixing baffles
that mix two coolant flows: the first from the turbo calciner
and the second from the upper natural gas combustion burner.
The upper pressure manifold is located outside the tower under
the mixing chamber. Decomposes orthophosphate solution
consists of 32 nozzles (10) with a hole diameter of 0.8 mm [2].

In the nozzle, orthophosphate is distributed and sprayed
under a pressure of 9-15 MPa through a pipe drive. Injector
burners (8) are located in the tower. Dispersed orthophosphate
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is dried by burning gas in a burner. Dried orthophosphate is
dehydrated and crushed in a drying tower goes down. From
here it is sent directly to the turbo calciner (12).

Control of gas and orthophosphate pressure is carried out
by manometers 1 and 2. Temperature control is carried out
by means of thermocouples (7), whose readings are recorded
in a multi-point automatic potentiometer (6) located at differ-
ent points of the tower. Loss of orthophosphate is measured
by an induction flow meter consisting of a sensor (4) and a
measuring block (3).

The automatic control system of the process is imple-
mented as follows: the moisture meter measures the moisture
content of the dried orthophosphate. Humidity 1%-is lower
than, the moisture meter sends a signal to the controller (13).
It itself sends a signal to the executive mechanism [1].

3. Results and discussion

A drying tower was considered as an object. The transfer
function of the object was given by the second-order aperiod-
ic cut-off equation. This section is expressed by a second-
order differential equation:

Wy (s) = —5——— (5)
6s° +5s+1

The task of the designer when choosing the type of regu-
lator should be to provide a quality job of the regulator at
minimum cost and maximum reliability. The designer may
choose a relay, continuous, or discrete (digital) controller
type [3].

To choose the type of regulator and determine its flexibil-
ity, you need to know the following:

1. Static and dynamic description of the control object

2. Regulatory quality process requirement

3. Regulator quality indicator for serial regulators

4. Exciting character that affects the regulatory process.

B 5
>
G52+ 55+1

Gain Transter Fon
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Figure 2. Graph of the automatic regulation system
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The dynamic equation of the heat balance in the drying
tower:

do
Pea *Vea X Cca XE: Gea XCpca X6ca + Gpm XCpca X Ocq —

(6)

— Gea X Cpem % 6ca — Gem XCpem X Oem =W x1

Where: V., - is object volume; ¢ - concentrations; G - ex-
penses; 0- temperatures.

Figure 3. Compilation of the dynamic equation of the heat
balance in Simulink

SHE Lo pL hEE

Figure 4. Graph of the dynamic equation of heat balance

The dynamic equation of the material balance depending
on the amount of moisture in the product:

U]

do
Pca *Vem XE =Gpm X @pm — Gem X @gm —Wiy

Where ®cm, @om - Material humidity.

D.—,m @_ ::E—b

Gem

Weaim

Unit Delay

Vem

Figure 5. Compilation of the dynamic equation of the material
balance in Simulink
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=loix It is expected that the results of the work can be used in
aplorpe HARBE O E * . - .. . .

various fields where it is necessary to obtain sodium
tripolyphosphate. Development of a control system reduces
costs.

4. Conclusions

Global production of sodium tripolyphosphate will
continue to increase until algal blooms become a problem in
water bodies. Therefore, saving the world from this problem is

Figure 6. The graph of the dynamic equation of the material ~ the main goal of this project. Russia, China, Kazakhstan: the
balance main producing countries of sodium tripolyphosphate.

In order to optimize the production of sodium

Dynamic equation of the material balance in the drying  tripolyphosphate and improve product quality, a control
process: system is being created that allows for effective monitoring

and regulation of the sodium tripolyphosphate production
e Vo % 32 = Gy x @y + Gom * 9 — G O — G X 8 rocess.
ca > Vom X~ bm X @hm bm X Pea 'cm X @em ca X Pea p > ] .

It is expected that the results of this work can be used in
various fields where it is necessary to obtain sodium
tripolyphosphate. Development of a control system reduces
costs.
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Tpunonudocdar HaTpuii 6HAIPY YPAiICiHE KeNTIprim MyHapara
ONTUMAJIIbI 0acKapy KyHeciH d3ipiaey

A.O. ¥nackan', M.M. Opbinber
Satbayev University, Arvamei, Kazaxcman
*Koppecnonoenyus ywin asmop: aishuak2000@mail.ru

Anparna. byn Makanaga HaTpuid TpUTIOTUGOCBTHIH alyJIbIH aBTOMATTHI 0acKapy *oHe Oackapy JKyHeciH a3ipiiey mporeci
KapacTeIpbsUIFaH. Hatpuit Tpunommdocdatsr (NasPsOio) opTypiti cananapia, COHBIH iNTiHAE TaMak, XUMHS JKoHE (apMaIreBTHKa
cananapbiH/ia KeHIHEH KOJIaHBUIATIH MaHbI3/[bl XUMHUSUIBIK KOCBUIBIC. TYPaKTaHIBIPFBIIL, KOICHITKBIII XOHE CY KYMCAPTKBIII
perinae KosumaHbuiaabl. Hatpuii TpunonmmndocdaTeHBIH KCTPaKIUs MpOIeciH OaKpUIayaslH THIMAL JKYHECiH jkacay eHipic
THUIMJIUITIH apTTHIPY JKOHE OHIM CalachlH KaMTaMachl3 €TyJIiH Ke3eK KYTTIpMEeHTiH MiHaeTi Ooubin Tabbinansl. Ockl npouecTi
OHTAaWIaH/ABIPY >KOHE THIMIUIIIH apTThIpY YIUIH HaTpuil TpunonngocgaTbIHBIH SKCTPAKUUs IMPOLECiH Oackapy XyHeciH
JKacayIblH YJIKEH MaHbI3bl Oap. Bbyn MoceneHiH es3ekTinmiri Hatpuil TpunoiudochaTbiH ainy mnpoueciHin Oenrimi Oip
KUBIH/BIKTapFa We OOJIybIMEH J>KOHE TeMIeparypara, KbICBIMFa, pEarcHTTEp KaThIHAChIHA oHE T.0. Tayennl OoiyblHa

45


https://sciendo.com/journal/PJCT
https://sciendo.com/journal/PJCT
http://doi.org/10.47366/sabia.v5n1a3
https://doi.org/10.1126/science.1121416

A. Ulaskan et al. (2023). Computing & Engineering, 1(1), 41-46

OaitnaneIcTEL.Bysm  opTypni mapameTpiepai  Oakpuiay JKOHE peTTey KaKeTTiriHe OaimaHplcThl. HoTwxkeciHme HaTpuit
TpunomudochaT OHepKICiOiHIH THIMIUTIKTI apTTBIPy JKOHE IIBIFBIHAAPABRI a3alTy YVIIH KeNnTipy MyHapalapbIHBIH
ABTOMATTAHBIPBUTFaH MOJICI 931pICH/II.

Hezizzi co30ep: asmomammul backapy gicyiieci, IKCmMpaxyusi npoyeci, Kenmipy MyHapaiapol, Mamemamuxaibl MoOeb.

Pa3paboTka onTUMAJILHOM CHCTEMbI YIIPABJICHUS CYHIMJIbHOMN
OamHel nmpouecca Npou3BoACTBa TpUnoJaudocdara HaTpus

A.O. Ynackan", M.M. Opsiaber
Satbayev University, Arvamoi, Kazaxcman
*Aemop ons koppecnondenyuu: aishuak2000@mail.ru

AHHoTanus. B 1aHHOU cTaThe pacCMOTPEH Mpolece pa3pabOTKH aBTOMAaTHYECKOW CHCTEMBI YIPABJICHHUS U KOHTPOJIS IPO-
u3BojcTBoM Tpunoiudocdara Hatpus. Tpunonudochar Hatpus (NasPsOio) — BakHOE XMMHUECKOE COEMHEHHUE, IHPOKO
UCIIOJNIb3YEMOE B Pa3JIMUHBIX OTPACIIAX NMPOMBIIUICHHOCTH, BKIIIOYas HIIEBY0, XUMHYECKYIO U (hapManeBTuyeckyro. Vcmois-
3yeTcsl B KaueCTBE CTa0MIM3aTOpa, 3aryCTUTENs U ymsirautedist Boapl. Co3nanue 3 (GeKTUBHON CUCTEMBI YIPABJICHHS POLIEC-
COM JKCTpaKUuH Tpunosudocdara HaTpus SBISIETCS aKTyaJIbHOM 3aia4eil JJisi MOBBINICHUS 3 PEKTUBHOCTH MIPOU3BOICTBA U
obecrieueHns1 KayecTBa NPOIYKUUH. JIJisi ONTUMH3ALUK 3TOTO TPOLEcca U MOBBIMICHUS ero 3(pQEKTUBHOCTH OONBLIOE 3HaUe-
HHE UMEET CO3JaHUe CHUCTEMBbI YIPaBJICHHs MPOLIECCOM JKCTpakuuu Tpunoiudocdara HaTpus. AKTyaJIbHOCTh JaHHOM IpoO-
011eMbl 00YCIIOBIICHA TEM, YTO IPOLECC MOTydeHUs TpHnonudocdara HATPUS UMEET ONPENeICHHbIE TPYJHOCTH U 3aBUCUT OT
TeMIepaTyphl, AaBICHUSA, COOTHOLICHHS PEarcHTOB M Jp. B 3aBUCUMOCTH OT 3aBHCHMOCTH. DTO CBA3aHO C HEOOXOIMMOCTBIO
KOHTPOJISL M KOPPEKTHPOBKH pa3MYHBIX HapaMeTpoB. B pesynbrate OblIa paspaboTaHa aBTOMAaTHU3MPOBAHHAS MOJCTH CY-
IIUIBHBIX OAIeH JUIsl MOBBIICHAS (P ()EKTHBHOCTH U CHIDKCHHUS 3aTPaT B NPOMBIIUICHHOCTH TPUIOIH(pochaTa HATPUSL.

Kntouesvie cnosa: cucmema asmomamuiecko2o ynpagieHus, IKCMpakyuoHHbll nPpoyecc, CyuuIbHble OAuHY, MamemMamu-
yecKkas MoOeb.
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