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Abstract. Modern social networks are crucial to users' lives, but with their growing popularity comes the danger of manip-
ulation that can alter perception, behavior, and weaken critical thinking. This article examines the causes and consequences of
harmful manipulations in social networks, such as commercial interests, political influence, and the psychological vulnerability
of users. False information, emotional manipulation, and algorithmic distortions are factors contributing to the increase in
social and psycho-emotional instability. The new approach addresses these issues by using machine learning and emotional
tone analysis for more accurate manipulation detection. This method can detect not only explicit manipulations but also subtler
influences, using contextual analysis and user sentiment tracking. The method is extremely adaptive and capable of learning
from specific situations, which allows it to constantly improve. The application of this approach in educational programs aimed
at enhancing digital literacy will help increase user awareness and reduce their susceptibility to manipulation. The proposed
approach is an important step in developing user protection methods and creating open and secure digital ecosystems.
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1. Introduction

Modern social networks have firmly embedded them-
selves into the daily lives of people, providing vast opportu-
nities for information exchange, communication, and shaping
public opinion. However, with their growing popularity,
there has been an increase in attempts to manipulate users
through by destructive influences. In their work, Lee and
Kim [1] highlighted the negative consequences of misinfor-
mation, emphasizing the importance of assessment methods
to ensure user trust. Additionally, Kumar and Gupta [2], in
their article «Manipulative Strategies in Social Media: The
Impact on User Behaviory, point out that manipulative strat-
egies can significantly affect user behavior by altering their
perception of information and diminishing critical thinking.
Psychological pressure and the artificial construction of pub-
lic sentiment may lead to negative social and political conse-
guences. The exploration of methods for detecting and neu-
tralizing manipulative influences on social networks is be-
coming particularly relevant, given the necessity to protect
users from destructive impacts and ensure information secu-
rity in the digital environment.

Destructive manipulative influences on social networks
stem from several reasons. First, they are often linked to
commercial interests, where companies and individuals use
manipulation to increase sales, attract audiences, and gener-
ate profits through advertising campaigns. Tucker [3], in his
article «Social Media and Manipulative Marketing: The Role
of Emotional Appealsy, notes that emotional appeals in mar-
keting can significantly amplify their impact on consumers,
which, in turn, leads to manipulations of their behavior and
perceptions. Second, manipulations are frequently employed
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for political influence, shaping public opinion, promoting
certain ideologies, and creating artificial polarization in soci-
ety. A third reason lies in the social insecurity of users, who,
in their quest for validation of their views, become more
susceptible to influence from various opinion leaders. More-
over, the algorithms of social networks also facilitate the
dissemination of specific content. A crucial factor is the
vulnerability of individuals to destructive influences, driven
by psychological weaknesses such as fears, insecurity, and
low self-esteem. Finally, the anonymity and accessibility of
social platforms significantly simplify the creation and
spread of such content aimed at misinformation and emo-
tional influence.

Hidden destructive influences can have serious conse-
quences for users, affecting their psycho-emotional state and
behavior. Dhir [4] et al, in their article «Psychological Ef-
fects of Social Media Manipulation: A Systematic Review»,
underscore that manipulation in social media can induce
stress, anxiety, and feelings of helplessness among users.
Furthermore, users may begin to doubt their decisions, losing
confidence in themselves, which leads to decreased produc-
tivity and a decline in quality of life. Continuous manipula-
tion can result in depression and other negative mental states.
In the long term, such influences may undermine trust in
technologies and information sources, as well as lead to
social isolation and issues in personal and professional rela-
tionships.

There are several ways to address the problem of destruc-
tive manipulative influences. Ranjan, Mritunjay, Sanjay
Tiwari, Arif M.D. Sattar and Nisha S. Tatkar [5] pointed out
that one approach involves filtering content using automated
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systems using artificial intelligence, such as natural language
processing (NLP), which analyze and determine the mood of
comments on social networks in order to track the mood of
users in real time. as well as identify and block manipulative
messages. Additionally, systems like Brandwatch and
CrowdTangle analyze and assess the sentiment of comments
on social networks, monitoring user sentiment in real time
and recognizing and blocking manipulative messages. Social
platforms are implementing measures to enhance transparen-
cy by providing users with more information about the origin
of content and its authors. Educational programs aimed at
increasing digital literacy help users recognize manipulations
and better protect themselves from their influence.

Within the framework of this research, a new method for
assessing destructive manipulative influences is proposed,
which combines machine-learning techniques with the analy-
sis of context and emotional tone of messages. This solution
will allow for not only the detection of explicit manipulations
but also the recognition of subtle and hidden forms of influ-
ence based on analyzing user behavior and their reactions to
content.

The proposed methodology has several advantages. First-
ly, the use of comprehensive data analysis expected to signif-
icantly enhance the accuracy of detecting manipulations
compared to traditional content filtering algorithms. Second-
ly, such a system will be able to adapt to new forms of ma-
nipulation by learning from real examples and continuously
refining its models. Thirdly, the integration of this approach
with educational initiatives will contribute to increasing user
awareness of manipulative techniques, which, ultimately,
will reduce their impact. Therefore, the proposed solution
represents one of the most effective means of combating
destructive manipulations, considering modern technologies
and user needs, making it relevant and significant for further
research in this area.
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Figure 1. Several advantages of proposed methodology

1.1. Research contributions

The main achievements of this study can be summarized
as follows:

- Proposal of a new methodology for detecting the impact
of manipulations in social networks, which combines ma-
chine learning methods with the analysis of context and emo-
tional tone of messages, effectively identifies both direct and
subtle manipulations.

- The development of an adaptive system that continuous-
ly improves its model based on real-world examples ensures
resilience against rapidly changing manipulation strategies.

- Integration of educational initiatives with technological
solutions that enable users to recognize manipulative tech-
nologies and protect themselves from their impact, thereby
increasing the level of digital literacy.

- Elimination of psychological and emotional conse-
guences, as well as reduction of stress levels and misinterpre-
tations among users through early detection and prevention
of manipulated content.

- Ensuring information security by providing a compre-
hensive solution that protects users from the negative impact
of destructive manipulation in the digital environment.

1.2. Problem Identification

Malicious actions in social networks are dangerous be-
cause they target user’s weaknesses. These impacts hence
impact on those with disabilities, society, and the institutions
and thus a hot topic in information security.

A. Exploitation of Psychological Vulnerabilities:

Their entire approach is tuned to exploit user’s fears, anx-
iety, and emotions. Misderechi Technique, Maester Tech-
niques include the following — Fear mongering Techniques —
; Appeal to Emotions —; Social Boost Techniques -; or com-
monly known as Social Validation Trap.

B. Algorithm-Driven Amplification:

Many social medial use algorithms base their selection of
relevant content on the level of engagement, thus deeply
polarizing or emotionally appealing posts get viewed most
frequently. This makes the space ripe for the spread of ma-
nipulative messages, which act on users even when the latter
are not fully aware of that.

C. Insufficient Detection Mechanisms:

Existing approaches including keyword filtering and, par-
ticularly, one-article-based moderation are insufficient for
finding more elaborate or context-sensitive manipulations.
Current approaches do not consider new trends in manipula-
tion techniques by which users can be targeted through direct
or indirect methods.

D. Negative Psycho-Emotional Impact:

This reveals that advertisement and everyday interaction
with manipulative content brings about stress anxiety and
low self-esteem among the users.

The antimanipulative intervention requires effective and
versatile strategies for building resistance to manipulative
pressures. New technological instruments like real-time ma-
chine learning formulation and natural language leading
along with user feedback, can easily prevent such contents
and safeguard the users and build a safer cyberspace.

2. Materials and methods

2.1. Related work

The problem of social media manipulation has emerged
as a highly important topic in the last couple of years, with
many works devoted to the effects of manipulation and the
ways to detect and counteract them. Lee and Kim also point
suspicion to the detrimental effects of sharing rumors on
social networks and to the necessity to create methods for
evaluating credibility of posted content to ensure that users
trust the content. They have all provided a complete ap-
proach for misinformation that are mood classification, natu-
ral language processing. This method developed focuses on
the appearance of marker-signs of manipulation in language
indicators persuasion plus emotional colouring to reveal if
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the content is manipulative. The major strength of their
method is that it can provide reliable results in terms of label-
ing potentially misconductive material based on both its
content and the character of the emotions used. It enhances
the abilities of identifying fake messages and enhances the
consumer’s trust in the authenticity of the data received on
social media platforms. But this strategy has the following
disadvantages. Firstly, the success of the method depends on
the templates created in the language, which can ignore some
types of fake news, including more advanced ones. Secondly,
it becomes challenging to factor changes in disinformation
because the same message may be wrong in one case and
uninformative in another. For that reason, though the method
might be good for specific types of disinformation, it might
be lacking in its applicability to forms of disinformation that
emerge in social media and are complex and evolving.

Kumar and Gupta's (2020) study, «Social media manipula-
tion strategies: impact on user behaviory, is focused on the
manipulation tactics used in social networking sites and their
effects on the users’ behaviour. The researchers focus on sev-
eral fundamental techniques namely; social proof, false hopes
and fear, which are employed to control the user. The authors
take their time and analyze various tactics employed by ma-
nipulators including the use of social proof, pressure from
peers and incentives in the case of the consumers. This re-
search is in a way focused on how social media, comments as
well as messages are employed as tools to influence the con-
sumer within the context of a digital audience. According to
the authors, it is argued that digital surveillance corresponds to
the effects of social manipulation and peer pressure on the
consumers. However, this research mainly focuses on evaluat-
ing the impact of these methods on people’s lives. In addition,
such aspects as psychological ones may be beyond the au-
thors’ concern, but they can explain why various segments of
population react differently to different commodities.

Tucker (2019) examines the prevalence of appeals to
emotion with respect to social media advertising and the
influence these have on manipulation. His work primarily
focuses on emotive consumer behavior and how companies
using marketing strategies that control the feelings of the
consumers and encourage them to use the product. Tucker’s
work extends Hovland’s work moreover, by showcasing how
advertisements use feelings to compel the reader into action
because the ad utilizes thought process instead of feelings,
putting the psychological aspect to manipulation.

Dhir et al. (2023) provide a systematic review of the psy-
chological consequences resulting from exposure to manipu-
lated content on social media, specifically wrapping their
findings into the theme of mental health effects of such expo-
sure. Its specificity is focused on the extended side effects,
for example, stress, anxiety, and diminution of self-esteem.
Their practical expenses that users may suffer, mainly the
cost of developing negative emotions and psychological
responses to being manipulated, as well as paved the way
to counterplay against those costs. The Table 1 shows com-
parison of approaches and limitations in social media manip-
ulation studies.

Table 1. Comparison of approaches and limitations in social
media manipulation studies
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2.2. Proposed Machine Learning-Based Analysis of Ma-
nipulative Influences in Social Networks

This research provides an extensive framework for identi-
fying and countering social media manipulation using various
machine learning techniques introduced with context and
emotional tone analysis. It does so because it obviates the
problems of the current approach, making it more flexible,
precise and safe for the users. Skeevy tactics used in social
networks potentially target psychological weaknesses of peo-
ple, including low self-esteem, fear for themselves and their
close ones, and other potential weaknesses, as the experience
of Stern and Stieglitz [6], who analyzed the use of deception in
online advertising, or Kumar and Singh [7], who investigated
machine learning for detecting manipulative behavior in online
communities, shows. The proposed system has a multi-level
structure. First, the data is obtained from social networks and
then it goes through the stage of data preprocessing using
NLP. Next, the machine learning model is trained on labelled
data to detect explicit and implicit manipulation patterns by
looking for content for psychological states and structures of
deception. In addition, it works in real time, using feedback
from users, and improving its own model for manipulation
strategies. The proposed concept of an integrated approach to
analysis of social platforms offers a sound and feasible solu-
tion against the aftermath of manipulations.

The proposed system consists of three main stages:

- Data collection and preprocessing using NLP techniques,

- Machine learning model training and contextual analysis,

- Real-time detection and user feedback integration.

2.2.1. Data collection and preprocessing using NLP tech-
niques

The first stage aims at capturing and preprocessing data
from the social networks in form of the posts, comments,
meta-data such as time stamps, reactions and possibly mul-
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timedia. Techniques and scripts to get the data use APIs (for
example, Twitter API, Reddit API) which consider the pri-
vate policies, for example, GDPR. Preprocessing involves
cleaning the text and removing noise such as; HTML tags,
stopwords, emojis and URLs. Tokenization divides text into
words or phrases that are meaningful, lemmatization and
stemming on the other hand converts words into the smallest
units of words. Tools like VADER, TextBlob and other sen-
timent and emotional tone analysis software pick up the
emotional patterns of manipulative behavior. The process is
then enriched by incorporating external data, namely, the
repositories of verified news, for contextual information. The
output is a structured, annotated dataset, formatted and ready
for the training of the model.

Definition 1. A structured and preprocessed dataset D is
a collection of social network data represented as:

D={P,C, M, E} (1)

where P denotes posts, C represents comments, M in-
cludes metadata such as timestamps and reactions, and E
accounts for multimedia elements.

This method describes how to create a structured, anno-
tated dataset from unprocessed social network data. It high-
lights essential preprocessing steps such as eliminating noise,
normalizing text, performing sentiment analysis, and enrich-
ing context with reliable external sources. These steps ensure
the dataset is of high quality, complies with privacy stand-
ards, and is well-suited for training machine learning models.

Theorem 1: «When processing social media data, pre-
processing steps such as denoising, tokenization and senti-
ment analysis ensure the creation of a structured dataset D,
suitable for training machine learning models».

Proof: The preprocessing pipeline includes noise remov-
al (N,), tokenization (T} ), normalization (N,,), and contex-
tual enrichment (C.), transforming raw data (D,) into a struc-
tured dataset (D):

D =f(D,), f = {Ny, Tk, Ny, C} @)

Lemma 1: Incorporating contextual data from external
sources that have been validated during preprocessing im-
proves the accuracy of transaction message detection.

Proof: The dataset D is enriched by integrating external
data sources V such as verified news repositories:

D'=DuUV ©)]

where D" is the enriched dataset, created by integrating
external context, making manipulative pattern more distin-
guishable.

Algorithm 1. Machine Learning-Based Analysis of
Manipulative Influences in Social Networks

1. Initialization: {d: data, t: text, m: model, r: results, I:
features, p: parameters, tval: accuracy}

2. Input: {d}

3. Collection of social media data: for {item} in

{d}: {t}

4. Text preprocessing: for {item} in {t}: {I}

5. Data quantity check: if len({d})

continue

else {request_more_data}

endif

6. Training the model:

{m} = {train_model}{1}, {p})

7. Applying the model: {r} =
{apply_model}({m}, {test_data})

8. Model accuracy evaluation:

{tval} = {evaluate_accuracy}({r})

if {tval} >= {threshold_accuracy}:

continue else

{improve_model}

endif

9. Results of the model: {r}

10. Visualization and analysis of the results:
{visualize_results}({r})

11. Preparing a report: {prepare_report}({r})
12. Stop

2.2. Machine learning model training and contextual
analysis

This stage involves training of the machine learning
model and involving the context analysis. The second stage
is the training of machine learning algorithms in identifying
both, direct and indirect manipulation patterns. Supervised
learning is used with a labeled dataset of manipulative and
non-manipulative content. Linguistic and contextual patterns
include, for example, language features, fear and guilt, and
contextual associations, such as references to political events,
and Random Forest, SVM, and deep learning models, BERT,
LSTM. Cross-validation helps in checking whether the model
performs well on new unseen data and the performance met-
rics include accuracy, precision, recall, and Fl-score. In
addition to the textual analysis, the system also takes into
consideration the metadata characteristics such as the fre-
quency of posting, the engagement rate and so on in order to
offer a more complete picture of manipulative strategies. The
result is a rather solid model that is able to identify both the
direct subversion (e.g., fakes) and indirect subversion (e.g.,
emotional manipulation).

This algorithm describes our process of analyzing manip-
ulative influence in social media. Step 1 initializes our varia-
bles, such as {d: data, t: text, m: model, r: results, I: features,
p: parameters, tval: accuracy}. Step 2 involves the input of
data, denoted by {d}. Step 3 involves our process of collect-
ing data from social media. For each item in the dataset, we
preprocess the text by cleaning it and extracting relevant
features. Step 4 is dedicated to the task of preprocessing the
text. For each item in the text data, we extract features, such
as the frequency of words and sentiment analysis. Step 5
checks if there is enough data for training the model. If the
number of data points {d} is greater than or equal to
{min_data}, we continue to the next step. If the data is insuf-
ficient, we request more data. Step 6 involves training the
model. We use the features {1} and parameters {p} to train our
model {m}. Step 7 applies our trained model to test data. We
use model {m} to predict results based on the test data. Step
8 evaluates the accuracy of the model using the results {r}.
We calculate the accuracy value {tval}. Step 9 checks if our
model's accuracy {tval} is greater than or equal to a prede-
fined threshold {threshold_accuracy}. If the accuracy meets
the threshold, we proceed. If the accuracy is lower, we im-
prove the model before proceeding. Step 10 involves visual-
izing the results {r}. We display the predicted results in a form
suitable for analysis. Step 11 prepares a report on the manip-
ulations detected, which includes our analysis and any rec-
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ommended safety measures. This report is based on the re-
sults {r}. Step 12 marks the end of our process.

2.3. Real-time detection and user feedback integration

The last stage deploys the developed model to a real-
time detection system connected with social networks. To
perform real-time content categorization, the system employs
technologies for streaming data processing (such as Apache
Kafka), marking manipulative posts. Users can report cases
of false positives or missed manipulations which keeps the
system evolving. This feedback is incorporated through
online learning techniques, which makes it possible for the
model to learn new varieties of manipulation strategies with-
out necessitating relearning the entire model. This feature
comprises the capability that the system enhances the detec-
tion algorithm in response to tactics employed by the attack-
ers. Real-time analysis and adaptive learning improve the
system with time making it safe for the users against manipu-
lative forces.

Hypothesis 1: «A system for real-time detection utilizing
streaming data processing tools, such as Apache Kafka, is
capable of rapidly classifying manipulative posts while main-
taining very low latency».

Proof: The real-time detection system integrates Apache
Kafka for efficient processing of data streams. Data stream-
ing technology provides instant classification by partitioning
and parallel processing of data. There is Streaming data pro-
cessing model:

Tiatency=Tfetch *TprocesstTresponse @)

where Tigrency 1S total time for detection and respose,
Tfetcr is time to fetch incoming posts, Tprocess IS time to
process content for manipulative petterns, Tyesponse IS time to
generate a response to manipulative content.

Hypothesis 2: «Incorporating user feedback through
online learning technology significantly improves the accu-
racy of detecting operational content over timey.

Proof: The system uses online learning methods to take
user feedback into account, so that the models can adapt to
changing operational strategies. Below is the formula for
online learning.

0¢1=0:+ 1 * VL(y:, V) 5)

where 6, is model parameters at time, n is learning rate,
L(y: ¥,) is loss function comparing true labels y, and predic-

tions y,.

3. Results and discussion

3.1. Experimental Setup

The proposed machine learning-based methodology for as-
sessing manipulative influences in social networks was im-
plemented and tested under specific experimental conditions.

The experiments were performed using the posts, com-
ments, and metadata collected from a data set sourced from the
Twitter API. Text cleaning was also done in NLP with the
help of text tokenization and lemmatization and text sentiment
analysis to use VADER library. Features for contextual and
emotional tone were obtained from the text, then we built
models such as Random Forest, SVM, and BERT. Apache
Kafka was used for the live stream of content and for content
analysis. Table 2 shows parameters using experiments.

Table 2. Parameters using experiments

Parameters Details
Programming Lan-  Java (JDK 17)
guage

Development Tools | IntelliJ IDEA 2023.2.4
Libraries/Frameworks | Apache Kafka, TensorFlow, NLTK, VADER Senti-

ment
Operating System Windows 11
Database MySQL 8.0 for storing
preprocessed datasets
Hardware Intel Core i7, 16GB
RAM, SSD Storage
Dataset 10,000 labeled social media posts (Twitter API)

3.2. Scenarios for Experiments

Thus, three experiment-based situations were created as a
means for assessing the efficiency of the proposed methodol-
ogy, and each of them addresses different aspects of manipu-
lative content detection. The first scenario was based on the
detection of explicit manipulative content including explicit
direct misinformation and emotional appeals posts.

The goal in this case was to determine the model’s preci-
sion and sensitivity regarding open manipulative aspects as
such constituents are usually louder and often do not require a
vast contextual insight. The second scenario focused on the
problem of identification of moderations of posts containing
indirect messages encouraging to cast votes, for example,
based on fear or guilt. This scenario was intended to check the
model’s capability of detecting subtle, context- conditional
manipulations, which are often beyond the ability of context
and emotional tone analysis contexts. Thirdly, the third type
was real-time analysis with the use of feedback from users that
was given when streaming analyzed the posts in order to cate-
gorize manipulative ones. The goal in this particular case study
was to determine how flexibly the system could react to con-
stantly changing input to identify and process manipulative
content as well as the time it takes to do so. This setup also
entailed the enhancement of the model through feedback in
order to accord with the prevailing realities and constantly
changing environments. In total, these scenarios provided a
comprehensive test of the proposed system across a scale of
manipulative content from the clear to the subliminal and
under fully dynamic real time conditions.

3.3. Results

In the context of the experimental evaluation two criteria
were addressed — accuracy, energy efficiency, and general
performance in the real-time workflow. The following is a
presentation of results with the tables and figures attached to
support each result. Energy Efficiency The energy consumed
during content processing for various methods was deter-
mined. The results proved that the proposed method was more
effective and energy efficient than comparable methods. Table
3 shows energy efficiency comparison between methods.

Table 3. Energy efficiency comparison between methods

Method Energy Efficiency (%)
Proposed ML Method = 95.2
Sentiment Analysis 88.5
Keyword-Based Filter = 85.6
Manual Baseline 80.1

Accuracy was measured using Precision, Recall, and F1-
Score metrics (a balanced metric that considers both preci-
sion and recall. It is particularly useful when it is important
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to consider both characteristics, such as in the detection of
manipulative content, where it is crucial not to miss harmful
messages (high recall) while minimizing false positives (high
precision)).

The proposed methodology consistently outperformed tra-
ditional sentiment analysis and keyword-based filtering.
Table 4 shows comparisons of different methods.

Table 4. Accuracy Comparison for Different Methods

Method Precision | Recall F1-Score
Proposed ML Method 4.5% 3.8% 4.1%
Sentiment Analysis 8.7% 72% 7.9%
Keyword-Based Filter | 4.3% 2.6% 3.4%

The system’s latency was evaluated for varying numbers
of processed posts. The results confirm its scalability for
large datasets.

Latency vs Number of Processed Nodes

5000 7500 10000 12500 15000 17500 26000

Figure 2. Latency vs Number of Processed Nodes

The Figure 2 is shown as Latency against Number of
Processed Nodes and presents the interconnection of the
mentioned two factors. The X-axis depicts the number of
nodes from 1000 to 20000 while the Y axis depicts in time
latency in milliseconds. The graph reveals a linear increase in
latency as the number of nodes grows: approximately 200
milliseconds when the number of nodes reached 1000 while
for 20000 nodes Serama took approximately 800 millisec-
onds. This shows better scalability of the system even as la-
tency has increased with growth of the system. The outcomes
shown also clearly illustrate that the efficiency of the system
drops only slightly when handling great amounts of data,
thus proving its applicability to real time systems.

3.4. Discussion of Results

The experimental results show that the developed ma-
chine learning-based approach is more effective than conven-
tional methods for identifying manipulative content in social
networks. The combination of machine learning with NLP
based contextual and emotional tone analysis showed an F1-
Score of 94.1 percent which outperformed sentiment analysis
and keyword filtering with the scores of 87.9 percent and 83.4
percent respectively. This increased accuracy demonstrates
how the proposed system can effectively detect both rational
and latent forms of manipulation (Figure 3).

The energy efficiency of the proposed method was
95.2%, which is due to improvements in the pipelines of
processing and use of machine learning techniques. Organic
performance was above 88.5% of traditional sentiment anal-
ysis methods and 85.6% of associated keyword-based filter-
ing (Figure 4).

As for real-time operation, data obtained from the live
stream was processed together with the users’ feedback,
which allowed the system to learn from them. When datasets

grew larger, the system remained able to deliver low latency,
thus proving its scalability to large scale applications.

Compared to the prior researches of Lee and Kim [1] and
Kumar and Gupta [2], the proposed method can be distin-
guished through the use of modern machine learning algo-
rithms enhanced with context analysis. The incorporation of
the real-time feedback integration adds to flexibility; the
ability of the system to maintain high performance against
new manipulation strategies.

Nevertheless, the proposed system has two critical weak-
nesses. First of all, it is possible to mention that there is a pro-
cessing overhead for small networks. Machine learning mod-
els are strongly prepared which as a result hinders the overall
performance when dealing with small sets of data. This | have
found is a limitation that comes with systems that place reli-
ance on accuracy from sophisticated processing procedures.
Second, the system has high computational resources needed
because of the frequent calculations and analysis needed for
the system to make its decisions. Deep learning models such
as BERT unfortunately enhance the use of resources and this
problem can be solved with the help of cloud scalability.

F1-Score Comparison of Detection Methods

Proposed Method Keyword Filtering

Sentiment Analysis
Methods

Figure 3. F1-Score comparison of proposed method vs. con-
ventional methods
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Figure 4. Energy efficiency comparison of proposed method
vs. conventional methods

Impact of Network Size on Performance and Resource Usage
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Figure 5. Impact of network size on performance (F1-Score)
and resource usage (CPU/GPU)
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As Figure 5 shows, different network size affects the sys-
tem performance and resource usage differences. As can be
observed it deteriorates for spams, and the F1-Score reduces
for small networks which indicates the processing overhead.
However, resource usage (CPU/GPU) escalates with the
growth in the size of network for which the proposed system
consumes a large amount of computational resources.

4, Conclusions

The proposed machine learning based methodology pre-
sents a marked improvement over existing methods for identi-
fy manipulative influence in social networks by considering
both direct manipulation at the tweet level as well as contextu-
al and emotional tone of tweets. Experimentation proves the
efficiency of the system for finding suitable jobs with 94.1 %
F1-Score and 95.2% energy efficiency over traditional senti-
ment analysis and keyword-based filtering techniques. There-
fore, the study also points towards the feasibility of the pro-
posed approach in enhancing the throughput and the perfor-
mance in identifying manipulative content. One of the major
contributions of this work is the incorporation of user feedback
for the real-time system optimization which considerably
boosts the system’s adaptive feature allowing it to modify
itself as soon as new manipulation tactics are identified. This
capability makes certain that the system stays useful and effi-
cient in such fast- changing contexts of the digital world. in
addition, proof of calibration and integration was demonstrated
by the constant low latency and high efficiency of the system
when processing large quantity of data making it highly rele-
vant for integration in real use cases. Nevertheless, the system
has limitations—mainly increased computational usage and
slower results on a smaller dataset compared to the original
system. These limitations indicate directions for the elabora-
tion of new approaches, for example, storing the unnecessary
data to the cloud that could free the resources in need or the
use of lightweight machine learning models to minimize the
use of resources without affecting the algorithms’ perfor-

mance. Thus, the presented methodology provides the effec-
tive and sensitive approach to counteracting manipulative
effects in social networks. Rather than simply improving in-
formation security, this approach integrates state-of-the-art
machine learning procedures with live user responses to not
only provide users with enhanced defenses against psycholog-
ical and informational manipulation but also lets them do so
independently. In this dissertation, the findings and premises
pave the way for further advancements in developing safer and
more secure cyber environment.
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DJICYMETTIK KeJlijiepaeri MAaHUNMYJISIUSJIAPFa Kapchl Kypec:
MG PIbIK CayaTTbUIBIK MEH IMOIUSAJIBIK TYCIHIKTI apTTBIPpYFa
APHAJIFAH MANIMHAJIBIK OKBITY TICLII

A. Baknoknaes”, A. Pazak, XK. Kanbneesa, O. Aan6epreHosa
Satbayev University, Arvamei, Kazaxcman
*Koppecnonoenyus ywin asmop: a.bakpokpayev@satbayev.university

Anparna. Kazipri 3aManfbl oJIeyMETTIK KeliJiep MaiJaianymbuiapablH eMipiHae MaHbI3Ibl POJ aTKapajbl, Oipak oJapIbIH
TaHBIMAJIBIFBIHBIH apTYBIMEH Oipre KaObuIIay sl ©3repTill, MiHe3-KYJIBIKKA 9Cep €Till, CBIHN OWJIayAbl QJICIpETeTiH MaHHUITYJIS-
nusIap Kaym Je ecyne. bynm Makamanga oJeyMeTTIK KeliJepJeri 3usHIbl MaHWUIYJSIUsIapAsIH ceOenTepi MeH caigapbl
KapacThIPbUIAIbl, COHBIH IIIIH/IE KOMMEPUHSIIBIK MYJIEIep, CasICH BIKIAJ JKOHE IaijananybuIap/blH IICUXOJIOTHSIIBIK 0Call-
JbiFbl. JKasFan aknapar, SMOIMOHAIIBIK MaHHUITYJISIIINS JKOHE alrOpPUTMIIK OypMarayiap oJIeyMETTIK jKoHe MCHX03MOIIMOHAI-
JBIK TYPaKCHI3/ABIKTHIH apTybIHa BIKIAN €TeTiH (akropiap Ooibin Tadbutanbl. JKana Tocinm Oyi1 Macenenepi mienry yuliH ma-
MIMHAJIBIK OKBITY MEH SMOLMSIIBIK TOHANIB! TaJayAbl Maianany apKbUIbl MaHUIMYJISLUSHBL JJIPEK aHbIKTayFa MYMKIHJIK
Oepeni. byt onic Tek aliKbIH MaHUITYJISIMSIAPIBI FAHA €MEC, COHBIMEH KaTap >KachbIpbIH BIKIAIAAP/IBI J1a aHBIKTAH anajpl, O
YIIiH MOTIHHIH KOHTEKCTIH TaJifay JKoHE MalJalaHyIIBUIApIbIH KOHUI-KYHIH OaKpUIay KOJIAHBUIAAB. Oic eTe OciiMenrinn
JKOHE HaKThI XKarJaainapian yipeHyre KaOuieTTi, OyJ1 OHbIH YHEMI JKeTiAipiiyiHe MyMKiHIIK Oepeni. Ocbl Tociini HUQPIBIK
cayaTTBUIBIKTBI apTThIpyFa OarbITTanraH OuriM Oepy OarnapiamanapbiHIa KONJaHy HaiaajaHylNIbUIApAbIH XabapaapIibiFblH
apTTHIPHIN, OJIAPABIH MaHUMYJSAIUSIapFa OCHIMAUIITIH TOMEHIETyre KeMeKTeceli. Y ChIHBUIFaH 9Jic NaimamaHyIIbIap bl
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KOpFay TOCUIIEPiH MaMBITY JKOHE alllbIK 9pi Kayilci3 MU PIIbIK 3KOKYHeNIep i Kypy >KOJIBIHIaFbl MaHBI3bI KaJaM OOJIBIT Ta-
OBLIaIbL.

Heeizei co30ep: aneymemmix diceninepoeei MAHUNYIAYUsL, HCANLAH AKNAPAM, RAUOANIAHYUWbLIAPObIY MIHe3-KYIKbl, NCUXON0-
SUSUIIK, BIKNAT, IMOYUOHANLOBIK aCep, KOHLI-KYUOL manoay, mabusu mindepoi oHoey, Ko2amoblK NiKipOi MAHURYISYUSIAY .

bopn0a ¢ MAHUNIYJANUAMHE B COMUATBHBIX CETHAX: METO MAIIIMHHOTO
00y4eHUs, HANIPABJICHHbIH HA MOBbINICHUE U(PPOBOH TPAMOTHOCTH U
IMOLMOHAJIBLHOIO0 MOHUMAHUSA

A. Baknokmnaes”, A. Paszak, XK. Kanbneesa, O. Asanbeprenosa
Satbayev University, Arvamoi, Kazaxcman
*Aemop ons koppecnondenyuu: a.bakpokpayev@satbayev.university

AnHoTanus. COBpeMEHHBIE COIMANbHBIE CETH UIPAlOT BaXKHYIO POJIb B JKU3HU IOJIB30BaTENeH, HO MO0 Mepe POCTa HX IO-
MYJISIPHOCTH PACTET M ONACHOCTh MAaHUIYJISIMH, KOTOPbIE MEHSIOT BOCIPUSTHE, BIUSIOT Ha HACTPOSHHE U 00pa3 MbIcieid. B
9TOI cTaThe PacCMaTPUBAIOTCS MPUYMHBI U MOCJIEJACTBUS MaryOHBIX MaHUIYJSUNA B COLMANBHBIX CETSAX, B TOM YHCIIE KOM-
MEpYECKHE MOTHBBI, TIOJIMTHIECKOE BIMSHUE W IICHXOJIOTHYECKasl yI3BUMOCTh Iojb3oBaTeneil. Hemocrosepras nudopmarys,
SMOIMOHAIBHBIC MAaHUITYJSIIUU U QJITOPUTMUYECKHE COOM SABIAIOTCS (DAaKTOpaMH, BIMAIOIIMMH Ha POCT COLMAIbHOW U TICH-
XO3MOIMOHAIBHON HecTaOmmpHOCTH. HOBBIN croco® pemreHust 3TuX MpoOieM 3aKI0vaeTcs B HCIOJIB30BAHUM MAIIHMHHOTO
00y4eHHs ¥ aHaIN3a SMOIMOHAIBHBIX TOHOB, YTO MO3BOJISET TOYHO ONPEEIUTh MAHUITYISIINI0. DTOT METO] ITO3BOJISET BBI-
SIBUTh HE TOJILKO SIBHBIE MAHUITYJIALUY, HO U BIMSHHAE Ha ayAUTOPHIO. Il 3TOr0 aHANU3UPYETCS KOHTEKCT TEKCTA U OTCIIEKH-
BAETCsl peaklysl Mojib3oBareneil. MeTos 0YeHb MPOCT B OCBOCHUH W NMPUMEHEHHH, YTO MO3BOJISAET YIYUIIUTh ero 3 (eKTHB-
HOCTb. Vcnosp30BaHue 3TOro MeToa B 00pa3oBaTelbHbIX POrpaMMax, HalpaBJICHHBIX Ha MOBBIICHHE IIM(POBON IPaMOTHO-
CTH, MOBBIIIAET OCBEIOMJIEHHOCTD IIOJIb30BaTENeH U CHIXKAET UX YSI3BUMOCTh K MaHMUITYJIAIMIM. [IpemiosxkeHHbIi MeTo T SBIIS-
€TCsl BAYKHBIM IIarOM Ha MYTH K CO3JIaHUI0 OTKPBITHIX M 0€30MaCHBIX HU(PPOBBIX YKOCUCTEM.

Knioueevie cnosa: manunyisiyus 6 COYyuanrbHblx cemsx, J0ACHAA UHPOPMAYUs, GIUAHUE HA COZHAHUE NOAb30GAMeNel, NCU-
Xonozuieckoe 8o30elcmeue, IMOYUOHANLHOE GNUAHUE, AHANU3 NOBEOeHUA, 00PaAbOmMKA ecmecmEeHH020 A3bIKA, MAHUNYIUPO-
8aHue 0oWeCmeeHHbIM MHEHUEM.
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