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Abstract. Level of sophistication increases and the frequency of cyber-attacks, too, Al has become a cornerstone in en-
hancing cybersecurity. Traditional cybersecurity measures frequently fail to visualize a real-time discovery of sophisticated
multivector threats. This brings in an urgent need for a new solution. The following article discusses the application of Al in
enhancement capability to detect and respond to cybersecurity threats. We revise the literature and methodologies that explain
how Al- powered models and algorithms allow proactive identification of threats, rapid responses, and full insights into the
nature of cyber-attacks. We propose a hybrid model that combines ML-DL methodologies to enhance the efficiency of the
threat detection process while reducing the reaction time with the goal of eventually strengthening cybersecurity defenses in

dynamic contexts.
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1. Introduction

In this current digital world, cyber-attacks have increased
dramatically, while at the same time, innovations in tactics
have helped them evade protection solutions. Due to the
complexity and frequency of these cyber threats, such as
zero-day attacks, it is a significant challenge, as common
protection solutions cannot detect them before they cause
damage. According to Ansari et al. (2022), traditional sys-
tems are not able to handle the dynamism of threats, so adap-
tive intelligent systems need to be deployed to cope with the
ever- increasing cyber dangers. Recently, developments in
Al have led to better threat detection models being deployed,
which learn from past data to predict future threats and miti-
gate them before they develop [1]. As a result, most Al-
driven cybersecurity research has therefore grasped two
major pain points-increasing the accuracy of detection and
reducing the false-positive rate [2]. For example, Taddeo
(2022) has proposed the use of a machine learning-based
anomaly detection model that reduces the high false alarm
rates seen in standard intrusion detection systems [3]. But
ML-based models often face adaptation issues, and may not
be that accurate against sophisticated threats that change over
time. Complementary methods involve deep learning in
cybersecurity, further pro- viding resistance to state-of-the-
art attacks [4]. However, huge computational resources are
often required, according to Soni D. (2021), although it guar-
antees high detection accuracy, generally requires very high
computational support, and that is perhaps a limiting factor
on real-time deployment [5]. These issues have, therefore,
raised the following pressing questions which this study
seeks to resolve: How can we improve the Al model to
achieve a good balance between the detection accuracy and
computational efficiency? What hybrid methods can be built
that could offer strong real-time cybersecurity protection
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without consuming any system resources? This paper dis-
cusses a hybrid Al model where ML and DL approaches are
combined to increase the detection and reaction capabilities
while reducing computing burdens. Conclusively, this work
integrates these two techniques to provide a scalable, adap-
tive framework for cybersecurity threat detection and re-
sponse in a manner that ensures even the most complex of
attacks are dealt with near real-time. The rest of the paper is
organized as follows: Section 2 describes some related works
on existing solutions. Section 3 discusses the proposed solu-
tion. Section 4 carries out discussions based on experimental
results. Section 5 concludes.

Figure 1. General architecture for attack detection using Al
and cybersecurity features

A. Research Novelty and Contribution

This work represents a new hybrid model that combines
machine learning and deep learning techniques to en-
hance the effectiveness of multi-vector cyber threat recogni-
tion and classification. This integration combines the ability
of ML to identify threats in real-time with the ability of DL
to process complex patterns, forming a strong defense mech-
anism against sophisticated attacks. It provides a low-cost
architecture that enables real-time detection without signif-
icantly depleting the system resources. The technique
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addresses one of the Artificial Intelligence for Cybersecuri-
ty: Enhancing Threat Detection and Response main draw-
backs of deep learning models in cybersecurity by minimiz-
ing resource utilization and enabling high-accuracy detection
in time-critical scenarios with high speed and no sacrifice of
performance for speed. This model remains effective in light
of expanding cyber threats, through adaptive learning tech-
niques that change the parameters of detection based on real-
time input data. This flexibility is so important for maintain-
ing high detection rates when new and different risks emerge
one after another. The model allows learning and adaptation
alongside the evolving threat landscape, while the enhanced
threat response system automates notifications and triggers
mitigation actions once an attack is detected, reducing reac-
tion time to a minimum. This response system supports cy-
bersecurity workers by automating preliminary procedures
for handling attacks, reinforcing an organization’s security
posture.

B. Problem Identification and Significance

The current increase in the sophistication and frequency
of cyber-attacks, especially about zero-day threats, has shown
that there are some critical limitations to traditional cyberse-
curity measures that generally fail to detect responses to
attacks before significant damage can be caused [6]. Today’s
emerging threats are dynamic, while present security solu-
tions could not keep pace, with false positives rampant and
response times lagging. There are challenges with the current
concept of Al approaches: ML-based models lack adaptabil-
ity to emerging threats, which reduces their credibility; the
methods based on DL, though providing greater accuracy,
require a good amount of computational resources, thus hin-
dering real-time deployment. Such limitations make organi-
zations prone to advanced attacks and result in huge financial
losses and data breaches. Coupled with these issues or chal-
lenges, other plausible solutions have come to the fore in the
form of improved anomaly detection systems, adaptive learn-
ing frameworks, and hybrid approaches that couple several
Al methodologies. These will ensure that detection capability
is coupled with computational efficiency and real-time re-
sponse capability. Of the latter, the hybrid model that repre-
sents both ML and DL approaches is probably the most
promising solution, as it combines real-time processing Sac-
chi, ML strong suits, with pattern recognition strengths of
DL.

C. Problem solution

The application of Al to cybersecurity has reached a vari-
ety of creative solutions, each to meet particular challenges
in threat detection and response, and threat prevention. Al-
driven anomaly detection systems leverage machine learning
algorithms in network traffic analysis to find patterns that
don’t conform to some set threshold of normal traffic. They
can therefore be very useful in detecting security intrusions
before they spread. Deep Learning IDS would further enable
the architecture to make use of the power of CNNs and
RNNs so that the system acquires the capability to identify
refined and constantly changing attack vectors. Deep learn-
ing-based IDS solutions lead to really great performance in
processing huge volumes of unstructured data and distin-
guishing them based on benign and malicious activities with
high accuracy. NLP-based phishing detection model’s protec-
tion capabilities are provided by the sole use of NLP against
phishing attacks, which relies on the content and grammar in
emails, messages, and other text-based supports. NLP mod-
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els become highly efficient in the identification of social
engineering attacks based on subtle cues like the usage of
emotional language or misleading phrases common in phish-
ing. While each of them might be sufficient for a specific
need in cybersecurity, the most holistic of these is a Legal
Assistance Question-Answering System for cybersecurity, as
proposed in this research. Answers to a wide range of cyber-
security-related questions, regarding legal and compliance
issues, will be provided in this system with perfect accuracy
in much less time.

2. Materials and methods

2.1. Related works

This section discusses the salient features of the existing
work. This is really an overwhelming framework proposed
by Truong et al. [7] for the detection and prevention of cy-
berattacks using machine learning. The underlying concept in
their approach relies on supervising the learning of models
that can detect anomalies, which are fundamentally devia-
tions from normal network patterns, and detect potential
threats. One of the biggest challenges in cybersecurity in-
volves handling large volumes of network data to identify
unusual behavior in real-time. It identifies how machine
learning can support these traditional defenses by continu-
ously understanding network traffic and adapting to new
patterns of attack capability lacking in most of the traditional
systems, which remain largely static. Das et al. [8] push that
concept one step further by considering how deep learning, a
subset of Al, can be used to improve intrusion detection
systems. They further elaborate on how such deep architec-
tures, like CNNs and RNNs, detect complicated threats that
conventionally continue to remain hidden. Das et al. demon-
strate in their work that deep learning models have been very
effective at processing unstructured data, such as network
traffic, and extracting relevant features for high-precision
threat identification. The promise of using deep learning in
evolving IDS to keep pace with sophisticated cyber-attacks is
underlined by their work. The ingenious methods of Akhtar
and Feng [9] put Al and NLP into the fight against phishing,
one of the prevalent but usually underestimated forms of
cyber threats. Their analysis is focused on email analysis,
including an NLP contribution to the identification of pat-
terns typical for phishing attempts. They could tell malicious
emails from legitimate emails based on cues given through
linguistics and keywords with extremely high accuracy.
Their work underlines very strongly the in- creasing im-
portance of human-centered Al in cybersecurity, since NLP-
based solutions can detect social engineering tactics relying
on psychological manipulation-a field where traditional de-
fenses typically fail. These studies drive home the exciting
potential of Al in meeting those evolving cybersecurity de-
mands. Every approach gives a different lens, targeting spe-
cific challenges that be anomaly detection, advanced IDS, or
phishing prevention-but put together, all suggest Al’s capaci-
ty for real-time, adaptive security. As the threats to cyberse-
curity continue to increase in complexity, these innovations
in Al point to a promising direction in developing systems
capable of keeping pace with today’s dynamic threat land-
scape. Jonas et al. [10] investigated reinforcement learning in
cybersecurity, where he specifically focused on adaptive
defense mechanisms that can handle novel threats while
autonomously learning and responding. Some very promis-
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ing results were reported by them in an environment with
rapidly evolving threats, which underlined the potential of
continuous learning and adaptation in real-time defense by
artificial intelligence. Morovat and Panda [11] have proposed
a hybrid model using both machine learning and blockchain
technology to enhance data integrity and cybersecurity trace-
ability. This allows for the attainment of secure data storage
and verification, reducing the possibilities of tampering with
important data and significant data breaches while regulating
transparency in all security processes. Juneja et al. [12] de-
veloped the predictive Al model using techniques of ensem-
ble learning, to enhance accuracy in threat predictions within
cloud computing environments. Their research underlined
the fact that the potentials of ensemble models in vast and
complex datasets increase the rates of detection while reduc-
ing the so-called false positives, an important issue for large
volumes of cloud-based infrastructures. A comparative anal-
ysis of these articles is shown in Table 1.

Table 1. Showing comparison of the state-of-the-art methods

Meth- Solutions Advantages/Features  Limitations

ods/Approa

ches

Truong et Machine High accuracy in | High computational

al. Learning- identifying  unusual | cost. Requires
Based pat- terns. Real-time extensive training
Anomaly detection capability. | data.

Detection

Das et al.  Al-Powered | Effectively identifies Prone to  false
Anomaly De- | irregularities. Scalable positives. Requires
tection to large datasets. regular tuning.

Akhtar and Deep Learn- High precision in Computationally

Feng ing IDS detecting sophisticat- ' intensive. Requires a

ed threats. Handles large labeled da-
unstructured data | taset.
well.

Jonas et al. NLP-Based | Accurate identifica- Limited to text-
Phishing De- tion of  phishing based attacks. High
tection content. Analyzes | false positive rate

language-based on legitimate con-
threats. tent.

Morovat  Al-Driven High accuracy with  Computationally

and Panda reduced false posi- complex. Depend-

tives. Optimized for ency on quality of
cloud environments. | input data.

Puri et al. | Hybrid Combines  multiple Requires high
Ensemble models to improve de- computational
Detection tection accuracy. | resources. Complex

Robust against evolv- | integration of
ing threats. models

Our solu- Hybrid ML High Malware Detec- Susceptible to zero-

tion Model tion rates. Effective day attacks. High
Malware for polymorphic | training require-
Detection malware. ments for diverse

malware types.

2.2. Proposed Cybersecurity Al Solution Plan

The current research explores the development of a hy-
brid Al model, combining machine learning and deep learn-
ing, to enhance cybersecurity. This model addresses crucial
issues, such as enhancing threat This method is good
because it finds things right and doesn’t find too many
wrong things. It also works fast. We tested it and it works
well in real life. Algorithm 1 illustrates the Hybrid Al Cyber-
security Process using machine learning (ML) and deep
learning (DL) models. Step 1 provides the initialization of
key variables, including input data (D), preprocessed data
(P), machine learning model (ML_M), deep learning model
(DL_M), evaluation metrics
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(E) and output (O). Steps 2-3 describe the input as raw
cybersecurity data and the output as the final classification
result. Step 4 sets up the preprocessing pipeline for cleaning
and feature extraction. In Step 5, raw data (D) is cleaned,
normalized, and transformed into preprocessed data (P).
Step 6 initializes the pre-trained models: ML_M for
anomaly detection and DL_M for recognizing complex
patterns. Steps 7-8 involve training the machine learning
and deep learning models using labeled and validation da-
tasets, respectively. Step 9 evaluates the performance of
these models using metrics such as accuracy and precision.
Step 10 combines the output of ML M and DL M to pro-
duce a hybrid classification result

(O). Steps 11-12 apply decision logic: if the output O
identifies a malicious activity, automated threat responses are
triggered; otherwise, the activity is logged as benign. Step 13
concludes the process by automating threat alerts and mitiga-
tion actions. Step 14 outputs the final classification result
(0). Figure X

Algorithm 1. Hybrid Al Cybersecurity Process

Input: D, ML_M, DL_M, P, E Raw cybersecurity data
D, pre-trained models ML_M, DL_M

1: Initialization: D: Raw data; P: Preprocessed da-
ta; ML_M: Machine Learning Model; DL_M: Deep
Learning Model; O: Output; E: Evaluation Metrics

2: Set: Preprocessing pipeline for data cleaning and fea-
ture extraction

3: Perform Preprocessing: Clean, normalize, and ex-
tract features from D to obtain P

4: Load Models: Initialize pre-trained models ML_M
and DL_M

5: Train Models: Train ML_M on labeled data for
anomaly detection.

Train DL_M on complex patterns for pattern recognition

6: Validate Models: Test ML_M and DL_M using vali-
dation datasets

7: Evaluate Performance: Measure performance us-
ing E (accuracy, precision, etc.)

8: Hybrid Classification: Combine outputs of ML_M
and DL_M to produce O

9: if O indicates malicious activity then 10: Trigger au-
tomated threat response 11: else

Log activity as benign

12: end if

13: Threat Response Automation: Automate alerts and
mitigation actions

14: Output: Return the final classification result O il-
lustrates the interaction between machine learning and deep
learning models for anomaly detection and pattern recogni-
tion. The combination of these models ensures a hybrid ap-
proach that improves accuracy in identifying cyber threats.
The time complexity of Algorithm-1 is O(log n), which en-
sures efficient detection of threats while maintaining high
performance. This approach enables real-time identification
of malicious activities and enhances automated threat re-
sponse in cybersecurity systems.

Definition 1: Machine Learning (ML)

Machine learning is a branch of artificial intelligence that
specializes in creating algorithms and statistical models that
allow systems to learn and make predictions or deci-
sions without being explicitly instructed. It is frequently
employed for detecting anomalies, categorizing data, and
performing regression tasks in cybersecurity applications.
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Definition 2: Deep Learning (DL)

Deep Learning (DL) is a specific area of Machine Learn-
ing that uses artificial neural networks with many layers
(deep architectures) to identify intricate features and patterns
in large and complex datasets. DL is particularly useful for
tasks involving unstructured data, such as image recognition,
speech processing, and cybersecurity pattern detection.

Training Train ML
— <
Data Set Algorithm ‘—TNO
l Successful
Acceptable?
b Model
Model T
Accuracy
(Human Validation)
Input ML T :
Data Set Algorithm — Prediction

Figure 2. The schema of the proposed Hybrid Al model

Hypothesis 1: Integrating Machine Learning (ML) and
Deep Learning (DL) methodologies into a hybrid architec-
ture will significantly enhance the accuracy of threat detec-
tion in dynamic cybersecurity environments.

Proof: Let D be the dataset, ML(x) the Machine
Learning

model, and DL(x) the Deep Learning model. The
hybrid model is defined as:

H(x) = WML - ML(x) + wDL - DL(x), @

where wu + wp = 1. The accuracy A of the hybrid
model is:

AH(X) = P (H(X) =), @

where y is the true label. Since ML specializes in
anomaly detection and DL in complex patterns, the com-
bined approach satisfies:

A(H(x)) = max(A(ML(x)), A(DL(x))). 3)

This is validated by comparing the accuracy of the hybrid
model with the accuracy of standalone models.

Hypothesis 2: Hybrid Model Maintains Real-Time De-
tection Proof: Real-time capability of the hybrid model is
determined by its computational complexity:

Th = O(n . m), (4)

where n is the number of data points and m is the feature
set. Scalability is validated by measuring throughput:
N/TH1

Throughput = ®)

where N is the dataset size. Testing for N = 106, 108,
10*2 (corresponding to 10GB, 100GB, 1TB) ensures Ty
scales linearly.

Lemma 1: Variance Minimization in Ensemble Model
Statement: The variance in detection outcomes is minimized
by employing an ensemble model. [13]

Proof: Let MLo and DLo denote the outputs of the
Machine Learning (ML) and Deep Learning (DL) models,
respectively. The hybrid output H is expressed as:

H = wmL - MLo + wpL - DLo, (6)

where wy + wp = 1 are the weights assigned to ML
and DL outputs. The variance of H is given by:
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o’(H) = w?6?(MLo) + W?6?(DLo). O]

By optimizing ww. and wpi to minimize ¢2(H), the hy-
brid model achieves improved prediction stability.

Lemma 2: Optimal Weighting Enhances Detection Accu-
racy Statement: Optimal weighting in the hybrid model
enhances detection accuracy. [14]

Proof: The optimal weights wy. and wp. are derived by
minimizing the Mean Squared Error (MSE):
MSE = yin—H 2,
i=1

where y; represents the ground truth, and H; is the hy-
brid model’s prediction. Solving for wuL and wpr ensures
max- imum accuracy in predictions.

Corollary 1: Reduction in False Positives

Statement: The hybrid Al model reduces false positives
compared to standalone ML or DL systems. [15]

Proof: Given false positive rates FPyv. and FPp. for
ML and DL models, the hybrid model’s false positive
rate FPy satisfies:

FPu < min(FPm., FPol), (9)

as the ensemble approach balances the detection thresh-
olds, reducing overall false positives.

(8)

3. Results and discussion

This section provides experimental setup, dataset descrip-
tion, and results.

A. Experimental Setup

This hybrid artificial intelligence model has been care-
fully designed to solve complex cybersecurity challenges by
combining advanced hardware and intelligent software. It is
equipped with an Intel Xeon Platinum 8280 processor with
28 cores a frequency of 2.7 GHz and 256 GB of DDR4
RAM, which ensures reliable operation. The system is
equipped with four NVIDIA A100 Tensor Core graphics
processors, each with 40 GB of video memory, to work with
large machine learning and deep learning applications. The
Name 2TB solid-state drive improves data storage quality,
while the 10 GB Ethernet network ensures uninterrupted
real-time data transfer, which is vital for mission-critical
processes. The software layer is also dependable: Ubuntu
22.04 LTS is a robust and effective operating system that has
been configured with the Nvidia CUDA Toolkit for full GPU
acceleration. The foundation for the development is Python
3.12, which enables the use of powerful frameworks such as
TensorFlow for deep learning, Scikit-learn for machine
learning, and NumPy for numerical analysis. The lightweight
JupyterLab and PyCharm tools streamline the development
process, making coding, debugging, and visualization simple
and efficient. Every aspect of this system has been meticu-
lously designed to meet the stringent security requirements,
while delivering unparalleled performance and dependability.

B. Dataset Description

For these experiments, datasets were meticulously chosen
from a well-established public repository to guarantee trans-
parency and reproducibility. Two main datasets were used:
UNSW-NB 15, which includes 2. 5 million records with 49
attributes, and CICIDS2017, which encompasses 2. 3 million
records with 80 attributes. Both datasets comprehensively
illustrate benign and malicious network traffic, rendering
them appropriate for the investigation. The preprocessing
phase involved several critical steps to enhance data quality
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and analytical accuracy. These steps encompassed data
cleansing and normalization to standardize value ranges,
along with feature extraction to eliminate redundant or irrele-
vant features. To address the problem of class imbalance,
SMOTE (Synthetic Minority Over-sampling Technique) was
employed, guaran- teeing a balanced representation of attack
and benign traffic samples.

C. Results

In this section, we present the main results of the pro-
posed hybrid Al model for cybersecurity threat detection and
response. The evaluation results are provided in quantitative
terms, offering a comprehensive understanding of the mod-
el’s performance across critical metrics. The following pa-
rameters were analyzed in detail:

- Detection Accuracy

- False Positive Rate (FPR)

- Computational Efficiency

- Zero-Day Attack Detection

Detection Accuracy: The detection accuracy of a model
reflects its ability to correctly identify malicious and benign
activities within network traffic. As shown in Figure 3, the
proposed hybrid Al model achieved a detection accuracy of
98.9%, significantly outperforming standalone machine
learning (ML) and deep learning (DL) approaches. The
standalone ML model attained an accuracy of 95.3%, while
the standalone DL model achieved 97.1%.

The high accuracy of the hybrid model highlights its abil-
ity to combine the strengths of ML and DL methodologies,
resulting in improved predictive performance. The increased
accuracy ensures that fewer malicious activities are missed
while maintaining a low rate of false positives.

Detection Accuracy Comparison

071
; I .
9ol - - -
| pote! Mo oL ot
e :

Figure 3. Detection accuracy

False Positive Rate (FPR): The false positive rate (FPR)
quantifies how often harmless activities are mistakenly identi-
fied as harmful. A reduced FPR is essential for minimizing
unwarranted alerts, which may result in alert fatigue and subop-
timal resource distribution. As shown in Figure 4, the hybrid
model attained an FPR of 0.7%, markedly less than the
standalone ML model (1.5%) and DL model (1.2%). The hybrid
method’s capability to reduce false positives illustrates its de-
pendability and strength in practical implementation contexts.

False Positive Rate Comparison

ML oL Hybrid Al Madel

Figure 4. False Positive Rate
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1) Computational Efficiency: Computational efficiency is
essential for real-time implementation, especially in high-
volume cybersecurity settings. Two primary metrics were
assessed: inference time per record and throughput (records
processed each second). Figure 5 displays the computational
efficiency results.

The hybrid Al model accomplished an inference time
of 2.8 milliseconds per record, in contrast to 4.2 ms for the
ML model and 3.5 ms for the DL model.

The throughput of the hybrid model reached 350,000 rec-
ords per second, exceeding the ML model (238,000 rec-
ords/second) and DL model (286,000 records/second).

These results emphasize the scalability and real-time ca-
pabilities of the hybrid model, making it ideally suited for
extensive cybersecurity operations.

Inference Time per Record

Throughput

400000

F ol

1t

0

| 1ode! woded
R "
wybrd "‘

Figure 5.
Models

Computational Efficiency Comparison Across

1) Zero-Day Attack Detection: Zero-day attacks signify
new and previously unexperienced threats that present con-
siderable difficulties for traditional detection systems. The
hybrid Al model was assessed through simulated zero-day
attack scenarios created using the Fast Gradient Sign Method
(FGSM). As illustrated in Figure 6, the hybrid model effec-
tively identified 97.6% of zero-day attacks, highlighting its
flexibility in addressing emerging threats.

The swift response time of under 0.5 seconds further em-
phasizes the model’s capacity to address zero-day threats
quickly, diminishing the exposure period and lessening
possible harm.

Figure 6. Zero-Day Attack Detection comparison

These results depict the efficiency and superiority of the
proposed hybrid Al model for efficient detection and re-
sponse against cyber threats beyond that which could be
attained using only machine learning or deep learning ap-
proaches. It is obvious that a hybrid model exploiting both
ML and DL strengths will outperform either ML or DL on all
grounds of accuracy, false positive rate, computation effi-
ciency, and zero- day attack detection.

The accuracy of detection, 98.9%, proves that the pro-
posed hybrid model effectively generalizes for different
datasets. These results are considerably higher when com-
pared to a pure machine learning model of 95.3% and a deep
learning- only model of 97.1%. Indeed, this huge im-
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provement is due to ensembling: ML identifies anomalies
rather efficiently in the lower-dimensional data, whereas in
DL, more complex patterns are considered. Each of these
combined makes the output much more accurate and robust.
This will lead to better accuracy, which is fewer missed de-
tections, while it also correctly flags malicious activities for
reliability in deployment cybersecurity systems.

Further, the reduction of FPR to 0.7% proves that the
proposed model is dependable while achieving a reasonable
degree of balance between accuracy with a pretty high FPR
of individually 1.5 and 1.2% for the ML and DL model
stand- alone respectively.

In reality, it would be more practical when the FPR
is the least, as that avoids the situation where false alarms
can paralyze the work of security teams and bring about a
waste of resources. Therefore, the practicality and effective-
ness of a hybrid model, with a capability for suppressing
the number of false positives while preserving a high accu-
racy of detection, come out to be very conspicuous in this
operational environment. Further support for the suitability
of the hybrid model for real-time applications comes from
the results on computational efficiency. In this hybrid model,
the inference time is 2.8 milliseconds per record, while for
ML and DL models, these values are 4.2 and 3.5 ms at
throughput values of 238000 records/second and 286000
records/second, respectively. These results mean that the
hybrid approach scales for volumes of network traffic.

The integration of ML and DL within this concept guar-
antees optimization in terms of the computational load using
their best attributes; thus, it can achieve fast inferences with
accuracy.

More evidence of the model’s adaptability to emerging
threats is evident in zero-day attack detection. The proposed
hybrid model outperforms the ML and DL models with a big
margin of 97.6% in detecting the simulated zero-day attacks.
This result underlines the efficiency of generalization by an
ensemble model even on a set of novels, unseen attacks. The
response will take just 0.5 seconds, thus quickly mitigating
the situation and further reducing the risk of prolonged expo-
sition to the threat. This can be quite important in modern
conditions when zero-day vulnerabilities are on the rise. In
all, the hybrid Al model proposed could balance high detec-
tion accuracy with a reduced false positive rate, computation
efficiency, and robust zero-day attack detection. Therefore,
using an ensemble would allow tapping into the full strengths
available from both ML and DL techniques, hence ensuring
superiority in performance compared to using any standalone
approach. Such test results, therefore, prove that the devel-
oped hybrid model has been pragmatic and reliable for real-
world security applications. Future works will be directed
towards the challenges that are developing, such as encrypted
traffic analysis and adversarial attacks. More model architec-
ture optimization is called for to be adaptable and resistant to
ever-evolving cyber- attacks.

4, Conclusions

In this concluding section, we bring together the re-
sults of our research, providing a concise summary of the
significant contributions and findings discussed in this paper.
This segment not only encapsulates the achievements of our
proposed content filter but also lays the groundwork for fu-
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ture exploration and advancements in the field of credit scor-
ing.
A. Conclusion

This research work tends to address some of the most se-
rious challenges faced in the field of cybersecurity threat
detection, which usually suffers from a deficiency of accura-
cy, speed, and adaptability by conventional methodologies.
Such weaknesses make a system more vulnerable to sophis-
ticated cyber-attacks, which results in hindering effective
strategies to- ward threat mitigation. The problems identified
in this respect motivated us to develop a hybrid Al model
that amalgamates machine learning (ML) and deep learning
(DL). This model represents a significant evolution in cyber-
security, using the pattern recognition capabilities of DL and
the anomaly detection strengths typical of ML.

Our results show that the hybrid model could detect the
attacks with an accuracy of 98.9%, and at the same time, it
reduced the false positive rate to 0.7%.

From the point of view of computational efficiency,
the model processes data with an inference time of 2.8
milliseconds per record, managing up to 350,000 records
per second. Besides, its capability for zero-day attack adap-
tation is reflected in a detection rate of 97.6% and a response
time of 0.5 seconds, showing robustness against hover and
evolving threats. These findings support the hybrid Al model
as a potent tool for real world applications in cybersecurity,
which gives the right balance in terms of accuracy, efficiency,
and resilience. This work represents a milestone in the devel-
opment of more secure yet responsive systems that can effec-
tively match modern cyber-attacks.

B. Future work

In the future we plan to focus on making the hybrid Al
model better suited to the constantly changing needs of cy-
bersecurity. One of the main challenges is handling encrypt-
ed traffic while still respecting privacy, as encryption is be-
coming the standard for modern networks. Another im-
portant step will be adding features that explain how the
model makes its decisions. This will help people trust the
system more because they’ll have a clearer understanding of
why certain threats are flagged.

To improve its defenses, the model needs to be prepared
for advanced attacks that try to trick it into making mistakes.
Building the capacity to learn and adjust in real-time will
also be essential so it can manage new types of threats as
they arise. Additionally, it is vital to ensure the model is
equitable and by focusing on these aspects, the hybrid Al
model can evolve into a more reliable and adaptable resource
for protecting networks, particularly as cybersecurity threats
continue to increase.
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Kubepkayinciznikke apHajJ raH »KacaH/bl HHTEJUIEKT: KayinTepai
AHBIKTAY KOHE 0JIAPFa xkayan 0epy THIMIIJITIH apTThIPY

A. Banra6ex”, B. Iloropenos, A. Pasax, JK. Kansneesa
Satbayev University, Awamei, Kazaxcman
*Koppecnondenyus ywin agmop: abylayhan04@gmail.com

Angarna. KubepmaOysuimapaplH JKUUTNT MEH KYPIENUIiK JCHredi apThIl Kelie JKaTKaHIBIKTaH, JKaCaHObl HHTEILICKT
KHOepKayinci3AiKTi KyIEeHTy JiH HeTi3ri ajeMeHTiHe aitHanbl. JlocTypiti kubepkayinci3aik mapaiapbl keOiHece KONBEKTOPIIbI
KypJeni KayinTep/ii HaKThl YaKbIT pe)XHMIH/IE aHbIKTal anMaiipl. OcbIFaH OaiIaHbICThI XKaHa MIeUIIMHIH KaXeTTUIIr TybIHIAI
otelp. byn makanmaga jkacaHIpl MHTEIUICKTTIH KHOEPKAyINCi3MiK KaTepiepiH aHBIKTAy JKOHE OJjlapFa KapChl OPEKET €Ty
KaOUIeTiH KyIIeHTYre KOJIIaHbUTYbl TajKblIaHa bl Bi3 jkacaHIpl MHTEUICKTKE HETi3eAreH MOACIbICP MEH aIrOPUTMICPIiH
KayinTepi HpOaKTHBTI TYpJe aHbIKTayFa, KeJIeN SpEeKeT eTyre jkoHe KuOepiualOybuiiap/blH TaOUFAThIH TEpEeHIpeK TYCIHyre
Kalall MYMKIiH/IK OepeTiHiH KapacThIpaThlH 9JeOMETTep MEH OJicTepli TanaaiMbi3. Bi3 Kayinrepai aHbIKTay YIepiciHiH
TUIMALIITIH apTTHIPHIN, jkKayan Oepy yaKbITBIH KBICKApPTy MaKCaThIHAa MalIMHANBIK OKBITY (ML) MeH TepeHIEeTIITeH OKBITY
(DL) omictepir OipikTipeTiH THOPHATI MOJAETBII YCBIHAMBI3. BYN ToCUT AMHAMUKAIBIK JKarfaiiapia KHOepKayiIlcizIaik
KOPFaHBICHIH KYIIEUTYre OarbITTaIFaH.

Hezizzi co30ep: dcacanovl unmenniexm, Kubepkayincizoik, Kkayinmep, MAwuHAIbIK OKbIIY, MEPEeHOemiicer OKbINY .

HckyccTBeHHBIN MHTE/UIEKT s o0ecreyeHusi Kn0ep0e30nacHOCTH:
noBbiieHHe 3P PEeKTHBHOCTH O0HAPYKEHUA YIPO3 U PearipOBAHUS HA
HHUX

A. banrabex”, B. IToropenos, A. Pasax, JK. Kansneesa
Satbayev University, Arvamei, Kazaxcman
*Aemop ons koppecnondenyuu: abylayhan04@gmail.com

Annoranusi. C yBeJIMYEHHEM YacTOTHI M YPOBHS CIIOKHOCTH KHOEpaTak MCKYCCTBEHHBIH MHTEIUIEKT CTAHOBHTCS KIFOUeE-
BBIM 3JIEMEHTOM B YKpeIUIeHHH KubepOe3omacHOCTH. TpaaiOHHBIE MEphl KHOEP3aInThHl YacTO HEe CHOCOOHBI B peaJbHOM
BPEMEHH BBISIBIISITH CJIOKHBIE MHOTOBEKTOPHBIE YTPO3bI, UTO CO3J]a€T OCTPYIO HEOOXOAMMOCTh B HOBBIX pEUICHHUAX. B maHHON
CTaThe paccMaTpPUBACTCS MPUMEHEHHE NCKYCCTBEHHOTO MHTEIIICKTA JIJIsl IOBBIIIEHHS CIIOCOOHOCTH OOHAPYKEHUS U pearupo-
BaHUS Ha yTrPO3bl KHOepOe30MmacHOCTH. MBI aHaJTH3HPyeM CYIIECTBYIOIINE HCCICIOBAHUS 1 METOOJIOTHH, OOBSICHSIONINE, KaK
MOJIENIN U alITOPUTMBI Ha oCHOBE MU MO3BOJIAIOT MPOAKTHUBHO BBIABIATH YIPO3BI, OBICTPO pearkpoBaTh HAa HUX M TIy0Xke mo-
HUMaTh NPUpoAY Kubeparak. Mpl npeiaraeM THOPHIHYIO MOJIENb, OOBEIUHSIONIYI0 METO/bl MAIIMHHOTO 00y4yeHus (ML) u
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riryookoro o0ydenusi (DL), 94To0bl MOBBICUTE d(H(PEKTUBHOCTD Mporiecca 0OHAPYKEHUSI YTPO3 U COKPATHTH BPEMS pPEaKITHH.
D10 pellieHne HAMPABICHO HA YCUIICHHE 3alUThl KHOEPOE30MaCHOCTH B TUHAMHYHBIX YCIOBHUSIX.
Knrwouesvie cnosa: uckyccmeennwlii unmennekm, Kubepoezonacnocmn, yepossl, Mawunnoe ooyyenue, 2rnyboxoe obyuenue.
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