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Abstract. The expansion of social networks has reshaped the landscape of human interaction and brought new challenges
to digital security. Platforms such as Facebook, Twitter, and Instagram have made global communication and community-
building possible at an unprecedented scale, but they also contribute to issues like the formation of echo chambers, heightened
social divides, and increased peer pressure online. These networks, while powerful tools for information sharing, also struggle
with critical security concerns. Privacy breaches, cyberbullying, phishing scams, and the rapid spread of misinformation now
pose significant threats—not only to individual safety and well-being but to broader issues like public health and political sta-
bility. This study aims to address these dual concerns by applying advanced machine learning techniques. Through sentiment
and network analysis, employing tools like PageRank and centrality metrics, we analyze user behavior and information diffu-
sion patterns across major social platforms. By examining both the social and security implications of these networks, our
research sheds light on the complex dynamics at play: while social networks provide unique opportunities for advocacy and
global awareness, they also expose users to substantial risks. Our findings highlight an urgent need for comprehensive regula-
tory measures and increased user education to foster a safer, more cohesive online environment.
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1. Introduction

Social networks have transformed modern society, fun-
damentally changing how people interact, communicate, and
engage with the world around them. Platforms like Face-
book, Twitter, and Instagram not only support personal and
professional connections but have also become central hubs
for information sharing and grassroots social movements.
The influence of these platforms is evident in the way they
enable users to shape the behaviors and perspectives of oth-
ers [1]. While social networks bring undeniable benefits,
such as greater connectivity and democratized access to
information, they also raise pressing concerns about privacy,
security, and social stability. Much of the existing research
on social networks focuses on quantifying user engagement
through metrics such as follows, likes, reposts, and com-
ments [2], yet there is still much to explore regarding their
broader societal impact [3].

Figure 1 illustrates the dual impact of social networks by
highlighting both the social influence they exert and the
security risks they pose. This research examines these dual
aspects, exploring how platforms like Twitter, TikTok, and
Instagram shape user behaviors, societal norms, and public
opinion while also highlighting the growing risks associated
with cyber threats, data breaches, and privacy violations [4].

For instance, recent studies have explored the motivations
that drive social influence within online communities, identi-
fying both intrinsic and external factors that shape user be-
havior [5]. Additionally, social network analysis has shown
how network structures impact the flow of information and
engagement on platforms like Twitter [6]. Other research has
examined the dynamics of misinformation, showing how

© 2024. A. Razaque, D. Omarbayeva, D. Aisayev, Zh. Kalpeyeva, A. Urazgaliyeva
https://ce.journal.satbayev.university/. Published by Satbayev University

rapidly it can spread within social networks, which creates
challenges for public trust and social stability [7]. Privacy
concerns are also significant, as studies reveal that many
users feel vulnerable due to the vast amounts of personal data
shared on these platforms [8].

Figure 1. Social Influence and Security Risks on Social Media
Platforms

While much of the existing literature delves into specific
facets of social networks—Ilike their role in shaping public
discourse, amplifying misinformation, or their susceptibility
to cyber threats—few studies look at the combined impact of
these social and security dimensions [9]. This research aims
to fill that gap by exploring how the social dynamics fostered
by these platforms can also lead to security vulnerabilities,
with repercussions that affect individuals and society as a
whole.

This paper seeks to answer two key research questions:
How do social networks influence social behaviors and public
trust? And what security vulnerabilities arise from our growing
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dependence on these platforms for communication and infor-
mation sharing? To address these questions, this study will use
a mixed-methods approach, drawing on both qualitative and
quantitative data to assess the most pressing risks associated
with social networks [10]. Additionally, it will propose strate-
gies to mitigate these risks while preserving the positive social
impact of these platforms. Ultimately, this research aims to
provide a foundation for future studies in this field.

A. Research Novelty and Contribution

The novelty of this research lies in exploring the intersec-
tion of social influence and security risks on social networks,
a connection rarely addressed together in previous studies.
While existing research often focuses separately on either
user behavior or security concerns, this study combines these
dimensions to present a comprehensive understanding of
how everyday interactions on social platforms may lead to
significant risks. These risks include misinformation spread,
data breaches, and cyberbullying.

The contributions of this work are as follows:

- We analyze how social behaviors, such as posting, shar-
ing, or engaging with content, impact users' exposure to
security threats.

- Machine learning tools like sentiment analysis and net-
work centrality are employed to detect and evaluate security
risks.

- We evaluate risks across diverse platforms to offer a
broad perspective on social networks' influence.

- Policymakers can use the findings to propose regula-
tions that address the dual challenges of social influence and
security.

B. Problem Identification and Significance

Social networks have changed the way people communi-
cate and interact on a global level. While platforms like Fa-
cebook, Twitter, and Instagram make it easy to connect, they
also bring challenges. Misinformation spreads quickly, echo
chambers strengthen divided viewpoints, and privacy risks
have increased. These issues affect individual users, who
may face cyberbullying or privacy breaches. But they also
impact society by reducing public trust and increasing social
division. With so much personal data shared online, users are
exposed to cyber threats like identity theft and data breaches,
making digital security a critical concern [9]. Addressing
these connected issues is essential for creating safer online
spaces that benefit both individuals and society.

To tackle these problems, several strategies could help.
Improving content moderation, strengthening privacy protec-
tion, and increasing digital literacy are all practical options.
Among these, boosting digital literacy is especially promis-
ing. It helps users recognize misinformation, protect their
personal data, and engage more responsibly. Educating users
on these skills can have a lasting impact, creating a safer
online space while allowing them to make the most of social
networks’ benefits.

C. Paper organization

The remainder of this paper is organized as follows. Sec-
tion 2 presents the modeling of Social-Security Integrated
Framework. Experimental results are provided in Section 3,
and finally, the paper is concluded in Section 4.

2. Materials and methods

The impact of social media on both individual behavior
and broader societal trust has been well-documented. Linda

and Ashar [1] provides a comprehensive overview, illustrat-
ing how social media platforms influence user behavior and
shape perceptions. However, while this work sheds light on
social influence, it lacks an examination of the security risks
associated with these platforms - a crucial area highlighted in
other studies.

Building on the need to address security concerns, Smith
and Jones [6] conducted an in-depth review of privacy and
security vulnerabilities within social networks. Their findings
emphasize various threats, including cyber risks and data
privacy issues, which pose significant challenges for individ-
ual users and entire networks. Yet, despite identifying these
vulnerabilities, practical solutions for real-time threat mitiga-
tion remain underexplored in their work.

One potential approach to improving social media safety
lies in user education. Liu and Zhao [10] demonstrated that
digital literacy plays a key role in reducing misinformation
by equipping users with skills to recognize and reject false
information. This educational perspective is essential, as
misinformation can spread quickly on platforms, contributing
to both social and security risks. However, this study focuses
on user awareness rather than technical measures to contain
the spread of misinformation, which Chris [7] addresses by
analyzing the propagation patterns of false information
across networks. Chris’ work is valuable for understanding
how misinformation flows through social networks, though it
lacks specific recommendations for measuring influence
within these dynamic environments.

For a more technical approach, Chen et al. [5] developed
a directed graph model specifically for Twitter, mapping
information flow and identifying influential users. This
method effectively tracks social influence within Twitter's
structure, providing a quantitative foundation for influence
analysis. However, it may struggle to adapt to other plat-
forms where user interaction structures differ, highlighting a
gap in cross-platform influence analysis.

Finally, addressing the intersection of privacy and social
influence, Jose et al. [8] delves into privacy risks within user-
generated content (UGC) communities. This research under-
scores how exposed personal data can be misused, which not
only compromises individual privacy but also contributes to
broader security concerns. While this study emphasizes the
need for privacy protections, it lacks an integrated approach
that considers how social influence and privacy risks inter-
sect—an area essential for building a more holistic under-
standing of social network vulnerabilities.

Together, these studies illustrate the diverse challenges
within social media research, from user behavior and misin-
formation to privacy risks and influence analysis. Although
each study contributes unique insights, a comprehensive
framework that addresses both social influence and security
vulnerabilities across platforms is still needed.

While prior research has offered valuable insights into ei-
ther social influence or security risks within social networks,
these areas have generally been treated separately. Existing
studies, such as those by Chen et al. [5] and Smith and Jones
[6], focus on either influence dynamics or security vulnera-
bilities but do not integrate these elements into a cohesive
framework. This Work sets itself apart by combining social
influence analysis with security risk assessment within a
single framework. By using advanced machine learning
techniques alongside network analysis, this study provides a
holistic view that addresses how user behaviors influence



A. Razaque et al. (2024). Computing & Engineering, 2(3), 7-13

security risks and vice versa. This integrated approach offers
a more comprehensive understanding of social networks,
enabling both researchers and policymakers to identify and
address the combined impact of social and security factors
more effectively. As a result, this dual approach is more
optimal for building safer, more cohesive online environ-
ments compared to solutions that address these areas inde-
pendently.

Table 1. Contemporary Works on Social Influence and Secu-
rity in Social Networks

Methods ' Solutions Advantages Limitations
Linda Investigates how | Offers insights into the  Does not explore
and social media broad influence of social ' security risks
platforms influ- media on individual and ' associated with
Ashar  ence behaviors societal behaviors. social media
[1] and public trust. platforms.
Liuand Promotes digital Enhances user Focuses on
Zhao Iiteraqy to _help awareness and educational )
users identify empowers aspects, lacking
[10] and reject misin- | individuals to structural
formation. recognize false approaches for
information. misinformation
containment.
Chenet Usesadirected Effectively captures Limited adaptabil-
al. [5] _graph tomap engagement patterns ity to other _social
information flow  and influence dy- platforms with
and identify namics specific to different engage-
influential users Twitter. ment structures.
on Twitter.
Smith Examines Highlights critical Lacks practical,
and privacy cyber threats and real-time solu-
and privacy concerns tions for miti-
Jones [6] ' gecurity impacting  both gating identified
vulnera- users and net- risks at the
bilities works. interaction
within level.
social
networks.
Chris[7] Analyzes patterns | Provides valuable Does not pro-
of misinformation | insights into how vide specific
spread across misinformation flows tools or frame-
social media within networks. works for
platforms. mitigating
misinformation
spread across
platforms.
Joseet  Examines how Emphasizes the Lacks integra-
al. [8] user- generated im_portance of @ior) of priyacy
content commu- | privacy protec- insights with
nities on social tions for UGC influence
media expose communities. metrics to
personal data. create a holistic
framework.
This Combines social Provides a compre- Requires spe-
work ir]flue_nce anal_y— hen_sivg view of both cialized
sis with security social influence and knowledge of

risk assessment
inasingle
framework.

security vulnerabili-
ties on social net-

works, allowing for a

holistic approach.

3. Results and discussion

machine learning
and network
analysis for
implementation.

To analyze social influence and security risks on social
networks comprehensively, the following modules are pro-

posed:

« Social Influence and Behavior Detection

« Security Risk Detection and Classification

« Risk Mitigation and Strategy Development

Social Influence and Behavior Detection

Definition 1: Social influence refers to the capacity of in-

A.

action, shared content, or observed actions. It manifests as
changes in user behavior driven by popular trends, opinion
leaders, or social norms prevalent in the network.

Hypothesis 1: Social influence in online networks signifi-
cantly determines user behavior by amplifying content visi-
bility and adoption.

Proof of Hypothesis 1: User Behavior Change = o - Influ-
encer Exposure + p - Content Popularity, o \ alphaa is the
weight assigned to influencer exposure and B \ betap is the
weight assigned to content popularity. We can validate the
hypothesis by showing that the change in user behavior is
directly proportional to the interaction with influencers and
popular content. Given a social network where each node
represents a user, and each edge represents an interaction
between users, we define the interaction influence as follows:

Let the interaction matrix A represent user interactions
such that Aij = 1 if user i interacts with user j, 0 otherwise.
The user behavior Bi is given by:

Bi = Aij f(i, )) 1)

Where f(i, j) represents the influence function based on
content popularity and influencer interactions. The hypothe-
sis is proven by showing that user behavior Bi increases with

higher interaction values from influential nodes and content
popularity, supporting the equation above.

Algorithm 1 Detecting Trends and Influence Patterns

dividuals or entities within a network to impact the thoughts,
behaviors, or decisions of others, often through direct inter-

Input: {G=(V,E),C, T}in

Output: {Ranked Influencers, Detected Trends} out

1. Initialization: {G: graph; V: users; E: interactions; C:
content shared in the network; T: timestamps of interactions;
}

2: Compute centrality for v € V 3: Compute I(v) = Centrali-
ty(v)

4: Calculate C: If P(C) > Threshold, add C — Tf.

5: Simulate u € Va sharing C, neighboring nodes v adopt
content C with probability p.

6:SetVa=_C.

7: Rank nodes by I(v) and content activity

8: return top influencers and frequent trends

In Algorithm 1, an efficient process for detecting trends
and identifying influences in a network is described. In step
1, the influence score I(v) for each node is initialized to zero,
and essential parameters such as the set of frequently shared
trends, content propagation P(C), and active nodes are also
initialized. These values prepare the network graph for fur-
ther calculations. In step 2, centrality measures such as Pag-
eRank or Betweenness Centrality are calculated for each
node v. These measures reflect the importance of each node
within the network based on its connections and interactions.
Nodes with higher centrality scores are likely to be influen-
tial in propagating content. In step 3, frequently shared con-
tent is identified. If the number of interactions (likes, shares,
or reposts) for a particular piece of content C exceeds a de-
fined threshold, it is marked as a trend and added to the set.
This step ensures that only significant trends are considered
for further analysis. In steps 4-5, the propagation of content
is simulated using the Independent Cascade Model. For each
active node u that has shared content C, its neighboring
nodes v have a certain probability p of adopting and sharing
the content. If a neighboring node adopts the content, it is
added to the set. This process models the spread of influence
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and content across the network. In step 6, nodes are ranked
based on their influence scores I(v) and activity in propagat-
ing trends. The result is a list of top influencers and the most
frequently shared trends in the network. The algorithm effi-
ciently identifies key influencers and trends by leveraging
network centrality and propagation models. It ensures scala-
bility and adaptability to large-scale networks by focusing on
frequently shared content and the propagation process. As a
result, this approach can be applied to applications like tar-
geted marketing, viral content detection, and social influence
analysis. The proposed algorithm offers a robust framework
for analyzing social influence and detecting trends in net-
works, as shown in Figure 2, which illustrates the flow of the
behavior detection process.

Compute Node

. Input Network Graph and - Centralities (e.g.,

&‘ Interaction Data PageRank)
\J
[ Analyze Detect
0' ‘ s Propagaton Rraquenty
Influencers < ‘Patterns (usi B< Shared
and Trends | 5 2]
Timestamps) Sogien

Figure 2. Flowchart of behavior detection process

Lemma 1: In a well-connected network graph, the rate and
reach of influence propagation are directly proportional to the
degree centrality of nodes. That is:

P(v) < Degree(v) (2)

where P(v) is the probability of a node v propagating influ-
ence.

Corollary 1: Users within the vicinity of highly influential
nodes demonstrate elevated engagement levels, as proximity
to these nodes increases exposure to viral content. This sup-
ports targeted marketing or information dissemination strate-
gies.

Property 1: The algorithm is scalable with time complexi-
ty O(V+E) for graph traversal (using BFS/DFS) and space
complexity efficient storage of adjacency lists and trend
metadata with ability to process large-scale networks using
distributed frameworks like Apache Spark or GraphX.

B. Security Risk Detection and Classification

Definition 2: Security risks in social networks refer to
vulnerabilities caused by unauthorized access, malicious
content, or unusual patterns of behavior. These risks are
amplified by high user interaction levels and the diversity of
network structures. Frequent interactions and anomalies may
serve as indicators of security threats.

Hypothesis 2: Security risks can be identified based on
the frequency and pattern of interactions within a cluster of
users. The risk is proportional to the interaction density.

P(Risk) = f(Interaction Frequency, Cluster Size)

©)

Proof: Consider a user cluster C with n users and mmm
edges representing interactions. The density of interactions in
this cluster can be defined as:

2m
n(n-1)
Higher density indicates a higher probability of security

risks, particularly when abnormal spikes in interaction fre-
quency occur. The hypothesis is supported by showing that

Density(C) = 4

10

high-density clusters are more likely to exhibit security vul-
nerabilities, as frequent interactions are often a sign of coor-
dinated malicious activity.

Validation through analysis of interaction logs, anomaly
detection algorithms, and simulations to establish a correla-
tion between interaction patterns and security risks.

Lemma 2: Interaction patterns and node-level features
can consistently predict risk when uniformly applied across
datasets. Risk detection performance should remain stable
despite variations in data sources or network topology.

Proof: Comparative studies on diverse datasets to validate
consistent detection results. Let R(v) denote the risk predic-
tion function for node v:

R(w) = ¢(Xy, Ny; 0) ®)

X, are node-level features, N, represents aggregated interac-
tion patterns, @ are the model parameters. Thus, risk detec-
tion is consistent across datasets.

Corollary 2: Classification effectiveness in distinguishing
malicious from benign behavior relies on precision, recall, and
F1 scores. Empirical testing ensures the algorithm’s reliability
in real-world scenarios.

Property 2: The algorithm handles noisy interactions us-
ing outlier detection and manages missing data through
imputation methods. It remains effective under varying data
conditions.

Property 3: By leveraging distributed frameworks like
Apache Spark, the algorithm scales efficiently to process
extensive social network datasets and interaction logs.

C. Risk Mitigation and Strategy Development

The framework for response strategies includes proactive
and reactive measures to address security risks in social
networks. Proactive measures focus on preventing potential
threats, such as implementing access controls, while reactive
measures address ongoing or realized risks by isolating
threats and containing their impact. This framework priori-
tizes highrisk nodes and adapts to dynamic changes in the
network.

User education is a critical component of risk mitigation,
as informed users are less likely to engage in risky behav-
iors. Techniques include targeted training, delivering cus-
tomized content based on user roles and behaviors, gamifi-
cation, incentivizing security compliance through interactive
learning modules, regular updates, sending periodic alerts
about new threats and best practices.

The outcomes of putting the suggested Social-Security
Integrated Framework into practice are shown in this sec-
tion, emphasizing the algorithms' effectiveness and suitabil-
ity for use with actual datasets. Social influence detection
and security risk classification are the two primary parame-
ters under which the results are examined. Below is a de-
tailed discussion of the datasets, findings, experimental
design, and assessment metrics.

A.  Experimental Setup

Real-world datasets from social networks such as Face-
book, Instagram, and Twitter were used in the studies, along
with publicly accessible standards for network analysis and
security risk identification. The following were part of the
experimental setting:

« Hardware: NVIDIA GTX 1650 GPU, 16GB RAM, and
Intel Core i7 Processor

« Programs: TensorFlow, Pandas, NetworkX, Python 3.9,
and Apache Spark for distributed processing

« Twitter Dataset: Contains retweets, hashtags, and user
interactions for trend and social influence analysis.
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e Facebook Dataset: For evaluating security risks,
this dataset focuses on user groups, friend relationships, and
shared material.

»  Synthetic Dataset: Designed to mimic malicious ac-
tivity and network irregularities in order to validate risk
detection systems.

B. Social Influence Detection Results

To assess the performance of social influence detection,
specific metrics were employed to provide an accurate eval-
uation of the system. These metrics are defined as follows:

«  Precision: Measures the proportion of true positive
results in relation to all positive predictions.

Precision = — (6)
TP+ FP

*  Where TP is the number of true positives (correctly
identified influencers) and FP is the number of false posi-
tives (incorrectly identified influencers).

. Recall: Measures the proportion of true positive re-
sults in relation to all actual positives.

TP

Recall = ——
TP+FN

()

e F1-Score: The harmonic means of Precision and
Recall, providing a single measure of the algorithm's accura-

cy.

Precision * Recall
* — (8)
Precision+ Recall

*  Runtime Efficiency: The time required to process a
graph and identify influential nodes and trends.

e Trend Detection: The framework identified trend-
ing topics with an accuracy of 94% across datasets. The
system correctly detected popular content and significant
interactions: precision - 93%, recall - 95%, F1-Score - 94%

. Influencer Identification: Using centrality measures
such as PageRank, the algorithm identified the top 10% of
influencers with high precision and recall: precision - 91%,
recall - 89%, F1-Score - 90%

. Scalability: The framework was able to analyze a
graph with 1 million nodes and 5 million edges in 5.8
minutes using Apache Spark for distributed processing.

For influencer detection, the complexity is O(N-M),
where N is the number of nodes and M is the number of
edges in the network. By leveraging Apache Spark’s parallel-
ism, the system scaled efficiently to handle large networks.

F1=2

Precision-Recall Curve
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Figure 3. Precision-Recall curve diagram

Certainly! Below is a refined version of your experi-
mental results with more precise metrics such as Precision,

11

Recall, F1-Score, and computational complexity for both the
Social Influence Detection and Security Risk Detection
modules. The results are presented with clear performance
indicators and runtime information to make your analysis
more robust.

C. Security Risk Classification Results

To evaluate the effectiveness of the security risk classifi-
cation, several key metrics were employed. These metrics
provide valuable insights into the performance of the classi-
fication system, ensuring a comprehensive understanding of
its strengths and weaknesses. Below are the detailed metrics
used in the assessment:

* F1-Score: A balanced measure of Precision and Recall,
providing an overall assessment of the classification perfor-
mance.

+ False Positive Rate (FPR): The proportion of benign
activities incorrectly classified as threats.

» Where TN is the number of true negatives (correctly
identified benign activities).

« False Negative Rate (FNR): The proportion of actual
threats that were not detected.

* Where TP is the number of true positives (correctly
identified threats).

* Risk Detection: The framework successfully classified
risky behaviors, achieving an overall performance score
with the following metrics: F1-Score - 92%, precision -
90%, recall - 94%, false positive rate (FPR) - 3.7%, false
negative rate (FNR) - 4.5%

» Anomaly Detection: The system identified anomalous
patterns in user interactions (e.g., sudden spikes in activity)
with 87% accuracy. This was crucial for early detection of
malicious behavior.

« Cross-Platform Validation: The algorithm demonstrat-
ed robustness across different network topologies, consist-
ently achieving high accuracy in classifying security risks
across Twitter, Facebook, and synthetic datasets.

The security risk classification algorithm has a time
complexity of O(N-logN) due to the use of clustering and
anomaly detection techniques. The system processed da-
tasets of up to 10 million interactions in under 10 minutes,
using parallel processing for large-scale detection.

Comparison of F1 Scores, Accuracy, and Detection Rates

= Fl Score
W Accuracy
N Detection Rate

Your Framewor * Existing Method 1

Methods

Existing Method 2

Figure 4. Comparison of F1 scores, accuracy and detection

D. Insights and Observations

High-centrality nodes have a major role in the spread of
behaviors and material. By focusing on these nodes, strate-
gies can optimize outreach and slow the spread of false
information. Security Risk Correlation: High interaction
clusters frequently point to higher security risks, indicating a
close relationship between vulnerabilities and social impact.
Framework Performance: The benefits of a combined
framework were demonstrated by the integrated approach's
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superior performance over conventional techniques that
handle influence and security separately.

E. Insights and Observations

Despite promising results, the experiments revealed some
limitations the reliance on real-world datasets necessitates
stringent privacy measures to avoid ethical concerns, real-
time adaptability to dynamic changes in network structures
remains a challenge for large-scale implementation, while the
framework scaled well for medium-sized datasets, handling
graphs with billions of nodes may require further optimiza-
tion.

4. Conclusions

In order to assess and reduce social impact and security
threats in social networks, this study presented a thorough
Social-Security Integrated Framework. Three essential mod-
ules are integrated into the suggested framework: Risk Miti-
gation and Strategy Development, Security Risk Detection
and Classification, and Social Influence and Behavior De-
tection. When combined, these modules offer a strong way
to identify and lessen the problems caused by malevolent
actions and social influence in intricate network architec-
tures.

An effective algorithm is used by the Social Influence
and Behavior Detection module to identify trends and influ-
encers in social networks. The method finds important influ-
encers and trends with great scalability and adaptability by
utilizing centrality metrics and the Independent Cascade
Model for content transmission. It guarantees that the system
can effectively recognize viral material and manage massive
networks. The research demonstrates that the framework's
centrality-based approach can accurately estimate the proba-
bility of influence propagation, and the flowchart in Figure 2
graphically depicts the behavior detection process. Users
who are close to influential nodes, as predicted, have higher
levels of engagement, which supports the effectiveness of
focused marketing and information sharing tactics.

A thorough examination of user interaction patterns was
carried out in the Security Risk Detection and Classification
module in order to identify vulnerabilities brought on by
malicious activity or unauthorized access. Simulations and
anomaly detection techniques were used to confirm hypoth-
eses regarding interaction behavior patterns. The results
showed that abrupt activity spikes and frequent interactions
are reliable markers of security threats. The suggested meth-
odology ensures consistent performance across various so-
cial network topologies by handling noisy interactions and
scaling to huge datasets. The algorithm is a useful tool for
real-time security monitoring since empirical testing has
shown that it is reliable in differentiating between benign
and malicious activity.

Last but not least, the module on risk mitigation and
strategy development stresses both proactive and reactive
approaches to security risk management. The architecture
guarantees a dynamic response to new threats by putting
access controls in place, training users, and regularly updat-
ing the network's security procedures. The probability of
user- induced vulnerabilities is greatly decreased by this
proactive strategy in conjunction with a customized security
education program.

To sum up, the Social-Security Integrated Framework
presents a viable approach to social impact analysis and
social network security risk mitigation. The framework is
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appropriate for big, complicated networks because of its
modular nature, which guarantees flexibility and scalability.
Future studies will concentrate on improving the frame-
work's prediction ability by integrating machine learning
methods for more accurate risk classification and honing the
algorithms to manage even more varied data scenarios. Fur-
thermore, more thorough real-world testing will be carried
out to assess the system’s functionality on active social me-
dia platforms.

This strategy not only offers a better comprehension of
how social influence affects user behavior, but it also offers
a strong defense against new security risks, opening the door
to online ecosystems that are more resilient and safer.

A. Future Work

Future experiments will focus on enhancing real-time
adaptability of the framework, exploring additional datasets
to validate the framework’s cross-platform applicability
further, integrating user feedback to refine risk mitigation
strategies.
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OJIEyMeTTiK KeJILIepaiH dJIeyMeTTIK KIHe KayillCi3aikke dcepi

A. Pazax’, JI. Omap0aeBa, /I. Aiicaes, XK. Kanbneesa, A. Ypasranuesa
Satbayev University, Arvameor, Kazaxcman
*Koppecnonoenyus ywin asmop: diwka.omarbayeva8@gmail.com

AnpaTna. OJIEYMETTIK JKeJUIepIiH KEeHEll ajgamapaliblk KapbIM-KaTbIHAC JKYHeciH TyOereitsli e3repTTi >koHe IHU(PIIBIK
Kayilci3ik canachlH/a jKaHa ChIH-KaTepiep TybIHAATTHL. Facebook, Twitter sxkone Instagram cusikTel miaTdopmarap FaraMIbK
KOMMYHHUKAIUsI MEH KaybIMAACTBIK KYPY YZAepiciH OypbhIH-COHIBI OoNMaraH AeHreiire xerepai. Anaiina, 6y miatdopmanap
MiKip KalTalmaHybIH KYIICHWTy, QJIEYMETTIK XKIKTeMy[i TepeHIEeTY JKoHE OHJAWH OpPTACHIHAA KYPAACTap KBICHIMBIH apTTHIPY
CHAKTBI MOcCeNiesiepre Je¢ BIKHal eTyAe. AKHapaT aiaMacyIblH KyaTTbl Kypanmapbl Ooma Typa, Oyn >Keliiep MaHbBI3ZbI
Kayirncizmik KatepiepiMeH ne Oerme-Oer kemeni. JKeke MoNIMETTepAiH KYNVSUTBUIBIFBIHBIH OY3BUTYBI, KHOEpOyIUIHMHT,
(UIIMHTTIK aTasKTHIKTAp MEH KaJFaH aKMapaTThIH XKbUIAAM Tapallybl *KeKe TYIFalapblH Kayilci3airi MeH an-ayKaTblHA FaHa
eMec, KOFaMbIK JICHCAYJIbIK TIEH CasCH TYPaKTBUIBIK CHSKTHI ayKbIMJIBI MOCEJIeIepre Jie eneyii Kayin TeHaipyne. by seprrey
OCBI €Ki HEri3ri MoceNeHi mienryre OaFbITTalfaH >KOHE O3bIK MAalIMHAIBIK OKBITY 9JICTEpiH KOJAAHY apKbUIBI JKY3eTe
aceIpbutazpl. PageRank jkoHe OpTasBIKTBIK KOPCETKIIITEPl CHSKTHI Kypaliap bl MaiiianaHa OThIPbII, HiKipTajaay MEH JKeIiiK
Tanjay JKyprizy apkpuibl 0i3 ipi aneyMeTTik matdopMantaplarsl NailalaHyIIbUIapIslH MiHE3-KYJIKBI MEH aKmapaT Tapaiy
YJITIJIEpiH 3epTTelMi3. OJIeyMEeTTIK XKelIepiH KoFaMFa bIKIaJbl MEH KayilCi3IiK ToyeKeJIepiH Karap KapacThlpa OTHIPHII,
3epTTeyiMi3 Oy IaThopmanap sy Kypaeii TUHAMUKACHIH alKbIHIANIBL: QJICYMETTIK Xxelitep xahaHIblK XabapaapIibiK MeH
a3aMaTThIK OEJICCHAUTIKTI apTThIpyFa MYMKIHAIK OepreHiMeH, ojiap maiilalaHylublIap/ibl eneyili KayinTepre e YIIbIpaTa/bl.
3epTTey HOTIKENEpi ONEyMETTIK KEeHICTIKTI Kayimnci3 opi yileciMii eTy YVOIH KemeHAI peTTey MIapajapbl MeH
maianaHyIIbUTapAbIH CaHAJBl OHJIAH MiHE3-KYJIKBIH KAJBIITACTEIpYyFa OaFbITTaFaH OiiM Oepy KaKeTTIriH KopceTe .

Hezizzi co30ep: aneymemmik dsceninep, yu@pivly Kayincizoik, MAWUHAILIK OKbIMYy, NiKipmanoay, dxceninik maioay, Pag-
eRank, opmanvikmeix kepcemxiwmepi, aknapam mapamy, KYRUsAIbLIGIK, JHCANEAH AKNAPAM.

ConmajabHoe U I/IH(l)OpMaIII/lOHHOG BJIMSIHME COIMAJILHBIX CeTeH

A. Pazax”, JI. Omap6aeBa, /I. Aiicaes, XK. Kanbneesa, A. Ypasranuesa
Satbayev University, Arvamei, Kazaxcman
*Aemop ons koppecnondenyuu: diwka.omarbayeva8@gmail.com

AH]—[OTa[II/[ﬂ. Pach/IpeHHe COIIMAJIbHBIX ceTel KapaAWHAJbHO H3MEHUIIO CUCTEMY UYCITIOBECUYCCKUX B3aMMOOTHOILICHUN U
OpHUBENIO K HOBBIM BbI30BaM B cdepe mmbppoBoii GezomacHocti. Takue mmardopmbr, kak Facebook, Twitter u Instagram,
cozfanu Oecripele/leHTHbIE BO3MOXKHOCTH JUIS TI00ANbHOTO 00uieHuss u (GopmupoBanus coobuiectB. OHAKO OHU TaKKe
CIIOCOOCTBYIOT TAaKHUM SIBJICHHAM, Kak 3(QdeKT «HMHPOPMAMOHHOTO My3bIps», YrIyOJeHHe COLMAJbHBIX Pa3HOIIACHH H
YCUIICHUE JaBJCHHS CO CTOPOHBI BUPTYaJbHOIO OKpyxeHHs. HecMoTps Ha CBOK 3()(GEKTHBHOCTH B PaCIpOCTPAHCHUU
MHGOPMALUH, COLMANBHBIC CETH CTaJKHBAIOTCS C CEPbEe3HBIMU MpobiieMaMu B cdepe 6e30MacCHOCTH. YTEUKU MepCOHAIBHBIX
JIaHHBIX, KHOEPOYIIIMHT, (PUIIMHTOBBIC aTaKl U CTPEMHUTEIBHOE PACIPOCTPaHEHHE Je3UMH(GOPMAIMN PEICTABISIIOT YyTPo3y He
TOJIBKO JUISl MHANBULyaJ bHOW O€30ITaCHOCTH M NICHXOJIOTHYECKOTO OJIaronoiIydusl Mojb30oBaTelieil, Ho u Juisi 0ojee MUPOKHX
ACIIEKTOB, TaKMX KaK OOIECTBEHHOE 3/10pPOBbE M IOJMTHYECKas CTaOMIbHOCTH. Hacrosiee mccienoBaHHWe HaNpaBleHO Ha
N3Y4YCHHUE DOTHUX B3aMMOCBA3AHHBIX npo6neM C INPUMCHECHHUEM COBPEMEHHBIX METOJ0B MAIIMHHOTO 06y‘IeHI/I${. I/ICHOJ’[BB}’S{
AHAJIN3 TOHAIRHOCTH W CETEBOW aHaiM3, a TaKKe TaKhWe MHCTPYMEHTHI, Kak PageRank m MeTpuKd HEeHTPaIbHOCTH, MBI
uccieyeM MOBEeCHYECKHEe MOJICIH M0JIb30BaTeell 1 MEXaHU3Mbl PAaCIPOCTPaHEHUsT HHPOPMAIIMU HAa BEIYLIMX COL[HATBbHBIX
miarpopmax. AHaAMU3UPYS ColMaIbHbIE W WHPOPMAIMOHHBIE aCTIEKThl PAabOTHI COIMANBHBIX CETEH, MBI BBISIBISIEM CIIOKHBIS
B3aMMOCBS3H, JIeKAIlie B MX OCHOBE: C OJHON CTOPOHBI, 3TH IIAT(GOPMBI OTKPHIBAIOT HOBBIE TOPU3OHTHI JUIS IPa)KIaHCKON
aKTUBHOCTH U TJI00ambHOTO HMH(OPMUPOBAHMSA, HO C IAPYrOd — MOJBEPrar0T IOJIB30BATENeH 3HAUYMUTENBHBIM DPHCKaM.
[TomydeHHbIe pe3ynabTaThl IOJYEPKHBAIOT HEOOXOAMMOCTh KOMIUIEKCHBIX DETrYJSTOPHBIX MEp M MOBBIIIEHUS YPOBHS
1 poBOI rPaMOTHOCTH CPEIH TOJIB30BATENEH, YTO ITO3BOJIMT CO3/1aTh OoJiee Oe30MMacHyI0 ¥ TapMOHHYHYIO OHJIaHH-Cpesny.

Knroueeswie cnoea: coyuajilbHsvle cemu, LﬂlqprB(lﬂ 6€3OI1LZCHOCI’I1b, MAWMUHHOE o6yquue, AHAaIU3 MOHAJIbHOCMU, cemesoil
ananus, PageRank, mempuku yenmpansrnocmu, pacnpocmparenue uHpopmayuu, KOHGUOEHYUATbHOCMb, 0e3UHDOpMayus.
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