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Abstract. This research thoroughly explores how machine learning methods are used to evaluate the creditworthiness of
borrowers, specifically those associated with second-tier banks. The main focus of the article is on using current scientific
literature to explain the latest trends in credit scoring. The study gives a detailed overview of the credit process, pointing out
important stages and factors that affect decision-making. The authors take a deep dive into various data sources used in scor-
ing, explaining how they help make credit assessments more accurate and fairer. They analyze the strengths and weaknesses of
different machine learning methods, figuring out how effective they are and if they suit second-tier banking. The article pro-
vides a detailed comparison of various machine learning methods, explaining where they work well and where they might have
limitations. The research's importance lies in giving a broad view of machine learning methods, including recent updates and
comparisons, acting as a starting point for future studies in this area. From a practical perspective, the article is useful for pro-
fessionals in the banking sector by offering insights for the more effective use of modern machine learning methods in evaluat-
ing borrowers' creditworthiness. The study contributes significantly to understanding and applying contemporary approaches to
credit scoring, offering valuable recommendations and practical strategies for those interested in this field.
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1. Introduction

In the contemporary financial landscape, the process of
credit scoring plays a pivotal role in shaping the lending prac-
tices of banks, particularly second-tier institutions. As techno-
logical advancements continue to redefine the financial sector,
the integration of machine learning methods into credit scoring
has emerged as a critical area of research and application. This
article seeks to provide a comprehensive overview of the exist-
ing machine learning methods in credit scoring, highlighting
their significance, challenges, and potential for advancement.

The overarching problem addressed by this research is the
dynamic nature of credit risk management, especially for sec-
ond-tier banks. The evolving economic landscape and intricate
borrower behaviors pose unprecedented challenges in accu-
rately assessing creditworthiness. In an era marked by increas-
ing financial complexities, unresolved issues persist in the
formulation of robust credit scoring models that effectively
navigate the intricate web of risks associated with lending.

The importance of addressing these challenges is under-
scored by the integral role second-tier banks play in fostering
economic growth [1]. As crucial pillars of financial inclusion,
these banks often grapple with unique credit risks that demand
sophisticated methodologies for risk mitigation [2]. The need
for precise credit scoring methods is paramount in enabling
these institutions to strike a delicate balance between risk
management and profitability [3].

Against this backdrop, the goal of this article is to conduct
a meticulous analysis of the existing machine learning meth-
ods employed in credit scoring. By providing a comparative
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examination of these methods, the article aims to lay the
groundwork for future research initiatives in this domain. The
primary task is to offer insights into the strengths and weak-
nesses of different methods, facilitating a nuanced understand-
ing that can inform subsequent studies and advancements in
credit scoring methodologies.

Practically, the significance of this research extends to the
specific context of credit scoring in Kazakhstan. As the coun-
try navigates its path towards economic development, second-
tier banks stand to benefit significantly from the application of
suitable machine learning methods tailored to the unique data
and demands they encounter. A judicious choice of methods
can enhance the precision of credit scoring models, mitigating
risks, attracting more borrowers, and contributing to the over-
all economic prosperity of the nation.

In conclusion, this article serves as a foundational explora-
tion into the realm of machine learning methods in credit scor-
ing, with a distinct focus on the context of second-tier banks in
Kazakhstan. Through a detailed analysis, it aspires to drive
future research endeavors, offering practical insights that align
with the evolving dynamics of the financial sector and the
broader economic landscape.

1.1. Description of the credit scoring process using vari-
ous data sources

The credit scoring process involves a systematic assess-
ment of a borrower's creditworthiness using various financial
and personal data. Financial institutions, such as banks or
credit organizations, conduct this process to make informed
decisions about loan approvals.
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Here is a more detailed description of the key stages of
the credit scoring process:

Information Gathering:

1. Personal Data: The borrower provides personal infor-
mation, such as name, address, date of birth, and other identi-
fying details.

2. Financial Information: This includes details about in-
come, current obligations, savings, and other financial pa-
rameters.

Credit History:

1. Credit Reports: Financial institutions access credit re-
ports from credit bureaus, including payment history, credit
limits, and outstanding debts.

Credit Score Calculation:

1. Algorithms and Models: Using various algorithms and
models, the bank calculates the borrower's credit score. This
score assesses the likelihood of loan repayment and serves as
a primary criterion for decision-making.

Decision Making:

1. Loan Terms: Based on the credit score and other bor-
rower parameters, the bank determines the terms of the loan,
including interest rates, duration, and loan amount.

2. Decision Making: The bank, relying on the obtained
information and credit score, decides whether to approve the
loan and, if so, under what conditions.

Communicating the Decision to the Borrower:

1. Decision Notification: The borrower is informed about
the bank's decision. In the case of an approval, loan terms are
provided, and in the case of a denial, the reasons are ex-
plained.

This process is based on a systematic analysis of a multi-
tude of data and serves as a key tool for financial institutions
to make reasoned decisions about loan approvals while min-
imizing risks. The approval process is schematically present-
ed in Figure 1 below.

Customer loan request

Request of data from external sources

Receiving feedback from external sources

Selection of a scoring model

The data is entered into the scoring model

Credit score formation

Refusal or approval

Figure 1. The process of calculating a client’s personal credit
score using data from external sources

2. Materials and methods

2.1. Most common machine learning algorithms in credit
scoring process

2.1.1. Logistic regression

Logistic regression stands out as one of the most preva-
lent and widely utilized machine learning methods in credit
scoring models. Commonly applied for predicting binary
outcomes, especially in scenarios where the outcome variable
is dichotomous, such as in the case of credit default [4]. The
logical regression equation is presented as follows:

_ 1
1+e

where x — input value, y — predicted value,  — coefficient for
input(x), e — Euler’s number

In credit scoring, a common practice involves utilizing a
binary variable, representing the likelihood of a borrower
defaulting on a loan (coded as 1 or 0), as the dependent vari-
able. Numerous independent factors, such as the borrower's
salary, credit history, employment status, and personal de-
tails, are considered. The logistic regression model calculates
coefficients to illustrate the impact of each independent vari-
able on the likelihood of default. These coefficients are sub-
sequently employed in assessing loan applications, generat-
ing a credit score—a numerical representation indicating the
probability of default. Figure 2 illustrates the application of
logistic regression in credit scoring.
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Figure 2. Credit scoring model based on logistic regression.
The cut-off value divides clients into rejected and approved

Its computational efficiency is crucial for processing large
datasets common in credit scoring. The model's assumption of
linearity aligns well with the often-linear associations in credit-
related datasets, and its reduced risk of overfitting enhances
generalization to new data.

Logistic regression models in credit scoring may struggle
to capture complex nonlinear relationships present in credit
data, potentially leading to reduced predictive accuracy. Addi-
tionally, logistic regression assumes linearity between features
and outcomes, which may not always hold true in real-world
credit scenarios, limiting its effectiveness.

Despite the availability of more complex models, logistic
regression remains a foundational and practical tool in credit
scoring, offering a balance between simplicity and predictive
power.
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2.2 Decision trees

Decision trees, a visual and versatile machine learning
method, are widely applied in credit scoring. Offering inter-
pretability and adaptability, decision trees assess borrower
attributes, creating a structured framework for credit deci-
sions. They effectively capture non-linear relationships and
reveal the importance of different variables in determining
creditworthiness [5]. Decision trees have become frequently
employed for data fitting and default prediction. The algo-
rithms within decision trees adopt a top-down methodology,
selecting the variable that optimally splits the dataset at each
step [6]. Decision tree models offer simplicity and interpret-
ability, making them valuable for understanding credit deci-
sions, and they can handle both numerical and categorical
data effectively, allowing for flexible modeling of credit risk
factors.

Decision tree models may suffer from overfitting [7], par-
ticularly with complex data or a large number of features,
which can lead to reduced generalization performance on
unseen data. Additionally, decision trees may struggle to
capture complex nonlinear relationships between variables,
potentially limiting their predictive accuracy in credit scoring
tasks. The operating principle of the decision tree algorithm
in credit scoring is presented in Figure 3 below.
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Figure 3. An example of an algorithm for using decision trees
in a credit scoring model

2.3SVM

The Support Vector Machine (SVM) algorithm is exten-
sively utilized in credit scoring models for its adeptness in
managing high-dimensional data and capturing intricate
relationships between variables. Within the context of credit
scoring, SVM functions by identifying the optimal hyper-
plane that effectively segregates creditworthy applicants
from non-creditworthy ones within the feature space. This
process entails maximizing the margin between the hyper-
plane and the nearest data points of each class while mini-
mizing classification errors [8].

In implementing SVM for credit scoring, the dataset un-
dergoes preprocessing to address missing values and scale
features appropriately. Subsequently, the algorithm is trained
on the preprocessed data, optimizing critical hyperparameters
such as the selection of kernel function and regularization
parameter via methodologies like cross-validation. Lastly,
the trained SVM model is rigorously evaluated using a vali-
dation dataset to gauge its accuracy and generalization capa-
bilities prior to its deployment in real-world credit scoring
applications.

Support Vector Machine (SVM) in credit scoring pro-
vides accurate risk assessments by effectively handling high-
dimensional data and identifying creditworthy applicants
through optimal hyperplane separation. However, SVM
models may demand significant computational resources and
intricate hyperparameter tuning, while their interpretability
compared to other algorithms might be limited [9]. An ex-
ample graph of customer classification using the SVM meth-
od is presented below in Figure 4.

Hyperplane

Decision
boundary

Hyperplane

Figure 4. An example of client classification using SVM

2.4 Random Forest

Random Forest is a powerful ensemble learning algorithm
widely used in credit scoring models due to its ability to pro-
vide accurate predictions and handle complex data structures
[10]. In a credit scoring context, Random Forest operates by
constructing multiple decision trees during the training phase
[11]. Each decision tree is trained on a random subset of the
data and a random subset of features, ensuring diversity among
the trees. During prediction, the algorithm aggregates the pre-
dictions of individual trees to produce a final prediction. This
ensemble approach helps to mitigate overfitting and improve
the overall predictive performance of the model.

Implementing Random Forest in a credit scoring model in-
volves several steps. Firstly, the dataset containing relevant
credit features such as credit history, income, and debt-to-
income ratio is preprocessed to handle missing values and
encode categorical variables if necessary. Then, the Random
Forest algorithm is trained on the preprocessed data using
techniques like bootstrapping and feature bagging [12]. Hy-
perparameters such as the number of trees and maximum tree
depth are tuned to optimize model performance, typically
using techniques like cross-validation. Finally, the trained
Random Forest model is evaluated on a separate validation
dataset to assess its accuracy and generalization performance
before deploying it for credit scoring purposes.

In credit scoring, the Random Forest machine learning
method offers notable advantages, including its capability to
effectively manage large and intricate datasets, facilitating
accurate predictions while accommodating complex relation-
ships among credit variables. Moreover, its ensemble approach
mitigates overfitting, enhancing the model's ability to general-
ize to unseen data. However, the computational demands of
Random Forest, especially with extensive datasets, present a
notable challenge, as does its interpretability compared to
simpler models. Furthermore, optimizing parameters for Ran-
dom Forest models can be intricate [13], necessitating meticu-
lous tuning to achieve optimal performance, thereby adding
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complexity to the modeling process in credit scoring research.
An example of a random forest algorithm with input data and
an ensemble of decision trees is presented in Figure 5.
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Figure 5. Schematic model of the random forest algorithm

2.5 XGBoost

XGBoost, an Extreme Gradient Boosting algorithm, is ex-
tensively applied in credit scoring models for its exceptional
predictive performance and adaptability [14]. In credit scoring,
XGBoost iteratively refines decision trees to minimize a prede-
fined loss function, thereby enhancing model accuracy. Imple-
mentation involves preprocessing the credit dataset to address
missing values and categorical variables, followed by training
the XGBoost algorithm with optimized hyperparameters. Model
evaluation on a separate dataset assesses its performance before
deployment in credit scoring applications, ensuring accurate
prediction of creditworthiness and effective risk management.

XGBoost offers several advantages in credit scoring, includ-
ing superior predictive accuracy, adaptability to handle complex
data structures, and the ability to capture intricate relationships
between credit features. Its ensemble approach mitigates overfit-
ting, enhancing generalization performance on unseen data,
while its feature importance analysis provides valuable insights
into credit risk factors. However, XGBoost models may be
computationally intensive, particularly with large datasets, and
tuning hyperparameters can be complex and time-consuming
[15]. Additionally, XGBoost's black-box nature may limit inter-
pretability, making it challenging to explain credit decisions to
stakeholders. The operating algorithm of the XGBoost method
is presented schematically in Figure 6 below.
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Figure 6. An example of a scoring model algorithm using the
XGBoost machine learning method

3. Results and discussion

Table 1. Advantages and disadvantages of the methods

ML Advantages Disadvantages
method
Logistic Clear result, easy to implement. | Reduced accuracy when

regression dealing with non-linear
relationships.
DTs The outcome is readily under- | Propensity for overfitting.

standable, and it can manage
relationships that aren't linear.

SVM Superior accuracy, adeptness in
managing non-linear relation-
ships, and minimal data re-
quirements.

Requires significant
effort to implement, and
has a higher likelihood of
overfitting.

Random High level of accuracy, capabil- = Result that is not easily

Forest ity to handle an extensive range | understood or interpreted.
of features.

XGBoost = High accuracy, adeptness in | Susceptible to overfitting,

managing numerous features,
and improved alignment be-
tween predictions and actual
values.

presenting greater im-
plementation complexity.

4. Conclusions

In conclusion, this article has provided a comprehensive
overview of common machine learning algorithms used in
credit scoring models, including logistic regression, decision
trees, random forest, XGBoost, and SVM. Each algorithm
offers distinct advantages and disadvantages in handling credit
data, from simplicity and interpretability to robustness and
predictive accuracy. Logistic regression, for instance, provides
straightforward interpretations but may struggle with capturing
nonlinear relationships, while ensemble methods like random
forest and XGBoost excel in handling complex data structures
but may require more computational resources.

Understanding the strengths and limitations of these algo-
rithms is crucial for future research in credit scoring. By ex-
ploring novel techniques for feature engineering, model inter-
pretation, and hyperparameter tuning, researchers can enhance
the predictive performance and interpretability of machine
learning models in credit scoring. Moreover, investigating the
impact of emerging data sources such as alternative credit data
and incorporating ethical considerations into model develop-
ment are important avenues for future exploration. Ultimately,
this article serves as a foundation for researchers to advance
the field of credit scoring by developing more accurate, trans-
parent, and fair machine learning models that empower finan-
cial institutions to make informed lending decisions while
effectively managing credit risk.
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Hecue anymbliap yiliH MAIIMHAJIBIK OKY JAICTEPIH 3epTTEY
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Annatna. by 3epTTey Kaphl3 alylibLIapiblH, oCipece eKIiHIN JCHreii OaHKTepMeH OaijlaHbICKaHIapbIH HECHEIIK
KaOiNeTTuIirin Oarajay YLIIH MallMHAJBIK OKBITY OJICTEpiHIH Kalail KOJIaHBUIATHIHBIH ErXKeW-TerKeilsli KapacThIpabl.
MakanaHblH Heri3ri 6arbIThl KPEAUTTIK CKOPHHITIH COHFBI TEHICHIMSIIAPBIH TYCIHAIPY YILIiH 3aMaHayH FUIBIME 9/1e0UeTTep i
nadnanany OOJbI TaObUIAABI. 3ePTTEY MaHBI3IbI KaJaMaap MEH HICIIiM KaObUIIayFa ocep eTeTiH (hakTopiapabl 0esin kepceTe
OTBIPBIIN, HECHENIEY YIEepiCiHe emKel-TerKeHI MIoNy jKacaiasl. ABTOpJap CKOPHHITE KOJIAAHBUIATBIH OPTYPJIi IEpeKTep
Ke37epiHe TEpeH CHIll, HECHENIK CKOPHHITI AQJIPEK XKOHE oMl eTyre Kalail KoMeKTeCeTiHiH TyciHmipeai. Onap MalIHHAIBIK
OKBITYIBIH SPTYPIIi SIICTEpiHiH KYIITI XKOHE 9JICi3 JKaKTapbIH TAIal/pl, OJApIbIH KaHIIAIBIKTE THIMII €KEeHIH XKOHE eKiHIIi
JeHrein OaHKTepre j>kapaMIbUIBIFBIH aHBIKTAiapl. Makaana ManivHajga OKBITYABIH OpTYPJi 9ICTEpiH erKel-Terkeii
CaITBICTBIPY, OJIAPIBIH Kai jKepJie JKaKChl )KYMBIC ICTCHTIHIH KoHE Kail jkeplie MIeKTeylIep OOIysl MYMKIH €KEeHIH TYCIHIIpesi.
3epTTeyAiH MaHBI3IbUIBIFEl MALIMHAIBIK OKBITY OIiCTepiHE, COHBIH IIIIHIE COHFBI JKaHAPTYJIAp MEH CalbICTBIpYyJapra KeH
mIoxy jkacay OOJBIN TaOBUTAZBI, OYI OCHl camajarsl OoJlallak 3epTTeyiep YIIiH OacTamkel HYKTe Oonambl. [IpakTHKAIBIK
TYPFBIIaH ajFaH/a, MakKajia Kapbl3 adylibUlap/IblH HECHENTK KaOineTiH Oarajgayna 3aMaHayd MalIMHAIBIK OKBITY OIICTEPiH
THIMJIpEK TNaiijianaHy uJIeslapblH YChIHATBIH OaHK CEKTOPBIHBIH MaMaHAapbl YIIiH mnaiinansl. 3epTTey OChl cajiara
KbI3BIFYLIBUIBIK TAHBITKAHAAP YIIH KYHIbl HYCKayllap MEH NpaKTHKalbIK CTpaTerHsyIaplbl YChIHA OTBIPBIN, HECHEINiK
CKOPHUHITIH 3aMaHayd TOCIEPIH TYCIHYTE XKoHE KOJIIaHyFa eIeyill yJIeC KOCaIbl.

Hezizzi co30ep: necuenix ckopume, 0aniobl yaciiep, MAWUHATLIK OKbIMY AN20PUMMOEpI, JOUCTHUKATbIK pecpeccus,
wewim azaumapbl, Ke30eticox OpMaH, Koaoay 6eKmopavlk MAWUHACHL, SIKCMPEMAnobl cpaOuenmmi apmmauipy .

HccnenoBanue CymecTBYOIINX METO0B MAIIMHHOTO 00y4YeHHUS JIJIS
KPEAUTHOI0 CKOPHHIA 3aeMIIUKA

JI. Mapan6aesa”
Medrcoynapoonwiii yHusepcumem unpopmayuonnsvix mexuonozuil, Aimamet, Kazaxcman
*Aemop ons koppecnondenyuu: maralbaevalaura@gmail.com

AHHoTanus. B aToM nccnenoBaany nogpoOHO H3ydaeTcsl, KaK METO/IBI MAaIIMHHOTO 00YUEHHS HCTIOIB3YIOTCS IS OIICHKH
KPEIUTOCHOCOOHOCTH 3a€MIIUKOB, OCOOCHHO T€X, KTO CBsI3aH C OaHKaMH BTOPOro ypoBHA. OCHOBHOE BHHMAaHHE B CTaThE
YAEISEeTCS WCIIOIBb30BAaHUIO COBPEMEHHOW HAyYHOH JHMTEpaTypsl Uil OOBSCHEHHS MOCICTHUX TEHACHIMHA B KPEIUTHOM
CKopuHTe. VccneioBanue gaeT mogpoOHbIH 0030p KPEIUTHOTO Ipoliecca, yKa3biBasi Ha BaXKHBIE 3Tarbl U (pakTOPbI, BIMSIOIINE
Ha NPUHATHE PElICHUH. ABTOPHI INTyOOKO HOTPY)KAIOTCS B pa3jIMuHbIEe UCTOYHHMKH JIAHHBIX, UCIIOJIb3YEMbIC DU CKOPHUHIE, U
OOBSCHSIOT, KAK OHH ITOMOTAIOT CJIIeNIaTh KPEIUTHYIO OLIEHKY OoJiee TOUHOM U cripaBeaanBoi. OHM aHAIN3UPYIOT CUIIBHBIE U
cyiabble CTOPOHBI PA3IMYHBIX METOAOB MAlIMHHOTO OOYYEHHs, BBISICHSS, HACKOJIBKO OHHM 3()(EKTHBHBI U MOJAXOIST JIM OHH
0aHKaM BTOpPOTO ypoBHs. B craThe mpencraBieHo MoJpoOHOe CpaBHEHHE PA3IMYHBIX METOJI0B MAIIMHHOTO O0Yy4eHHs, 00BsIC-
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HEHO, TJIc OHH PabOTaIOT XOPOUIO, a T€ MOTYT MMETh OTPaHMUYCHUSA. BaXXHOCTh MCCIIEAOBAHUS 3aKJIIOYACTCA B TOM, YTOOBI
JaTh MUPOKHHA 0030p METOJOB MAIIMHHOTO OOY4EHHS, BKIIOUasi HEAaBHUE OOHOBICHUS M CPABHEHMUS, YTO MOCIYKHUT OTIIPaB-
HOHM TOYKOMW Ay1st Oy ayIInX UccieqoBaHni B 3Toi oosactu. C MpakTHYECKOI TOYKH 3pEHHMs CTaThs MOJIe3HA ISl CIIEUAIIICTOB
0aHKOBCKOT'O CEKTOpa, Ipeiaras ujaen aist oonee 3((GEeKTHBHOTO HCIONB30BAHUS COBPEMEHHBIX METO/IOB MAIIMHHOI'O 00Y-
YEHUsI TIPH OLIEHKE KPEIUTOCIIOCOOHOCTH 3aeMIIMKOB. VccaeqoBaHne BHOCHT 3HAYUTENIBHBIN BKIIaJ B TIOHUMaHUE U IPUMEHE-
HHE COBPEMEHHBIX NMOAXOJO0B K KPEIUTHOMY CKOPHUHIY, Ipejylaras IIeHHble PEeKOMEHJAIMK U NMpaKTHUYeCKHe CTPAaTeruu AJis
TeX, KTO UHTEPECYeTCs 3TOM 001acThIO.

Kniouesvle cnosa: kpeoummnviii cKopuHe, CKOpUH208ble MO0, AN20PUMMbl MAUWUHHO20 00YUeHUs, NOUCHUYecKas pe-
epeccus, 0epegbs pewenutl, CyYatiublil jec, MAWUuHa ONOPHLIX 6eKMOPO8, SIKCMPEMANbHOE NOBblUleHUEe SPAOUESHMA.
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