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Abstract. In our paper we figured out, that federated learning (FL) is a deep learning technique used in various industries,
including medicine, agriculture, vehicles, retail and finance. It offers privacy, data ownership, localized model training, band-
width efficiency, real-time learning, scalability and resilience to device failures. In medicine FL can improve patient’s repre-
sentation, drug development, medical image analysis, sickness diagnosis and individualized treatment planning. In agriculture,
FL can improve crop irrigation, fertilization, harvesting and monitoring animal health. In retail, FL can analyze customer be-
havior data, preserving privacy. As we understand, federated learning divides model training among local data sources using
sensors like GPS, microphones, and cameras. But learning models can be hacked by various threats, including data poisoning

attacks.
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1. Introduction

Global scientific interest in federated learning has in-
creased dramatically in recent years. Finding ways to improve
Federated Learning approach performance in the three key
areas of resource allocation, communication cost efficiency,
and security and privacy—all of which are essential for the
technology's practical application—took up a sizable amount
of the research [1].

Federated learning's fundamental concept is to divide up
model training among several local data sources. Despite their
rapid sequence of changes, many devices are equipped with
strong sensors including GPS, microphones, and cameras. It
implies that they have an incredible amount of access to data,
the majority of which is naturally confidential. The goal of
federated learning is to train machine learning algorithms
across many decentralized edge devices that store and ex-
change local data samples. During the federated learning pro-
cess, the training data is retained locally with each member.
This approach allows for the sharing of each member's training
data while simultaneously guaranteeing the privacy of each
member.

The FL architecture can be broadly divided in different
categories based on Figure 1.

1) Scenario: cross device, cross silo. There are many cus-
tomers in cross-device FL scenarios, only a tiny portion can be
trained. A lack of resources and communication barriers lead
to a higher number of customers quitting during training. Con-
versely, cross-silo FL incorporates many companies or data
centers, where the primary issues are in computing overhead
and communication.

2) Methods are divided into federated transfer learning,
vertical and horizontal, when datasets have various sample
spaces but the same feature space.

3) Communication architecture. There are three different
kinds of communication architectures: decentralized, hierar-
chical and centralized. Clients are connected to a worldwide
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server using the cloud-based architecture of centralized FL.
Being an edge-based architecture, hierarchical FL serves as a
mediator between clients and servers. Decentralized FL ena-
bles clients to share local model updates and aggregate at any
client's end while cooperatively training models without re-
quiring a connection to any cloud or edge server [2].
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Figure 1. Structure of FL

2. Materials and methods

FL has becoming more well-known as a cooperative meth-
od for creating machine learning models, and it has been used
in many different fields. Early adopters have seen its possibili-
ties and used it in practical situations [3]. Examples of applica-
tions in federated machine learning, you can see on Figure 2.
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Figure 2. Applications in federated machine learning

Applications in federated machine learning:
1. Medicine. While protecting patient privacy, FL pro-
vides a useful technique for training machine learning mod-
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els in the medicine sector. Enhancing patient representation,
it may be applied to drug development, medical image analy-
sis, sickness diagnosis, and individualized treatment planning.

2. Agriculture. FL has potential applications in agriculture,
providing insights on crop irrigation, fertilization, and harvest-
ing. It can also monitor animal health. In agriculture, FL can
combine data from weather forecasts, soil and satellite image-
ry for accurate predictions. Industrial automation involves
training models on data from factory sensors, enabling more
accurate predictions on agricultural outcomes. FL is a technol-
ogy that trains models on decentralized data, ensuring privacy
and promoting collaboration among farmers, researchers and
organizations. It can transform industries, including agricul-
ture, by avoiding centralization, preserving data privacy, facili-
tating collaborative model training, tailoring models to local
needs, aiding in disease and pest detection, and aiding in crop
improvement. FL also aids in crop rotation, fertilization, and
irrigation decisions, boosting productivity and identifying
genetic markers for improved crop varieties.

Federated learning proposes a revolutionary strategy for
combating crop diseases in global agriculture. In addition to
promoting sustainable agriculture and global food security,
this method, which protects the privacy and security of data,
has demonstrated encouraging results in the detection and
classification of illnesses. The federated learning model should
be improved in the future, the investigation of sophisticated
privacy-preserving techniques, and the expansion of applica-
tions to other crop and disease categories [4].

3. Vehicles. Autonomous vehicles can share training mod-
els among themselves, allowing them to learn from each oth-
er's experiences while maintaining privacy. For instance, a
vehicle can update its model based on new road conditions or
obstacles [5].

Also, tire grip, suspension responsiveness, brake efficien-
cy, and vehicle performance are all strongly impacted by the
kind and quality of the road surface. Inadequate road condi-
tions can shorten a vehicle's lifespan, increase wear and tear,
and raise maintenance expenses. By being aware of these
variables, drivers may modify their driving techniques, max-
imize fuel efficiency, and lower emissions. A broader spec-
trum of road users can benefit from the accurate road surface
categorization that a FL method provides across a large geo-
graphic region [6].

Smart driving analysis tracks driver behavior by capturing
vehicle data and detecting smartphones. Machine learning
algorithms, rules, and model building are examples of classifi-
cation techniques. Neural network algorithms, mobile phone
sensors, and vehicle-mounted cameras are some of the real-
time and non-real-time analytic techniques employed. Surveys
are used to obtain categorization in non-real time [7].

On-board sensors in cars with sophisticated safety
measures and self-driving capabilities produce enormous
volumes of data. In order to interpret and evaluate this data,
machine learning algorithms have been devised, which have
the benefit of minimal computing complexity and the capaci-
ty to extrapolate new characteristics. The application of ma-
chine learning (ML) in vehicular networks is now centered
on centralized learning (CL), which involves training a po-
tent learning algorithm—typically a neural network—on a
sizable dataset [8].

Vehicular networks (VNs) are key components of future
Intelligent Transportation Systems (ITS), which have the
potential to improve efficiency and safety. Better assistance
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for linked cars is provided by 5G technology, and VN dy-
namics may be captured by machine learning (ML). Exciting
research problems arise from federated learning (FL), which
provides a networked machine learning platform while main-
taining privacy [9].

4. Retail. Retail in FL is a tool that enables retailers to
analyze customer behavior data from multiple locations,
preserving customer privacy, thereby improving inventory
management, understanding customer preferences, and over-
all shopping experience.

FL offers numerous benefits, but collecting sensitive data
like face expressions poses privacy risks. Emotion recogni-
tion is crucial for social communication and understanding
customer behavior. Model can combine these two models,
allowing for decentralization and data safety.

Federated learning and emotion recognition offer ad-
vantages, but privacy concerns arise. A hybrid Split Federat-
ed Learning approach provides data security and decentrali-
zation, achieving high accuracy rates in the Emotion Classi-
fier on various datasets [10].

5. Finance. The financial sector is utilizing Al to provide
personalized services, but faces data privacy challenges due
to data dispersion. Federated Learning (FL) offers a solution,
but improper use can compromise stakeholder interests.
Responsible and Effective Federated Learning (RE-FL) ex-
plores in finance, identifying six dimensions: accountability,
controllability, fairness, privacy, security, and effectiveness
[11].

Other way of usage of FL you can see in the article [12]
presents an approach for unsecured loan risk assessment for
decentralized finance (DeFi) lending networks that protects
privacy. For unsecured loans, it employs federated learning
techniques to precisely assess the likelihood of borrower
default. The system offers a safe and effective solution for
DeFi platforms as it is based on a trusted execution environ-
ment (TEE) with program-level isolation.

3. Results and discussion

We described the areas of application of Fls, wanted to
present what risks exist and what measures can be taken,
even with its encouraging outcomes, federated learning is
susceptible to attacks from fraudulent users and criminals
when combined with practical applications. Despite its ad-
vantages, before it is used in practice, thorough testing is
required to guarantee its dependability.
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Figure 3. Description of attack

3.1. Attack description

1. Poisoning attack. A malicious individual can affect the
prediction of a machine learning model by attacking the
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training dataset using poisoning. A federated learning mod-
el's validity or dependability may be compromised by data
poisoning, in which a hacker taints the training set with erro-
neous labels or biased data. By changing training data sam-
ples and/or model updates poorly, they aim to corrupt mod-
els, turning a good model into a bad one.

Defense from poisoning attack: prior to training the mod-
el, data security and reliability may be guaranteed, which
helps prevent data and model poisoning assaults in federated
learning. In order to safeguard data integrity throughout
training, stability is essential. The behaviors of the poisoned
party may be misinterpreted as typical user behavior, render-
ing identification unfeasible. Through data and parameter
adjustments, the user may improve the model's attack.

2. Adversarial attack. Adversarial attacks modify input
data to produce conclusions that aren't totally accurate. Con-
frontation training and data augmentation are two popular
strategies used to counter these threats. Confrontation train-
ing fortifies the model's robustness by combining adversarial
and real datasets, but it exposes it to trained adversarial sam-
ples. Data augmentation randomizes the original data in
order to increase the model's capacity for generalization.

3. Inference attack. By enabling local data training, feder-
ated learning reduces the amount of indirect access to local
knowledge. However, any privacy leaks jeopardize both
safety and privacy. Differential privacy provides statistical
defenses against adversaries' knowledge, whereas forward
and reverse inference assaults take use of model secrecy. For
safe storage, secret sharing systems disperse sensitive data,
and homomorphic encryption is a well-liked and safe tech-
nique. Inference attacks can be thwarted by hybrid protection
techniques including homomorphic encryption, differential
privacy, and secret sharing protocols. These techniques guard
against malicious usage of shared parameters and guarantee
data security.

Determine illicit data about the FL process (participants,
data, characteristics, etc.) by analyzing disclosed participant
information. Then, utilize that knowledge to create an attack
against the FL [13].

4. Free-rider attack. An opportunistic client that dissimi-
lates fair participation in the FL training to obtain the global
model parameters, without actually performing the local train-
ing.

An unscrupulous customer that dissimilates equitable par-
ticipation in the FL training without carrying out the local
training in order to get the global model parameters.

5. Man-in-the-middle attack. The transferred model up-
dates may be intercepted by an external attacker, who may
then replace them with malicious ones in order to steal, alter,
or redirect the updates to a different location [14].

The security flaws of FL enabled systems are figure out
with an emphasis on three possible adversaries: clients, aggre-
gator servers and outsiders. Clients have complete control over
local model updates, hyper-parameter adjustments, and the
training process itself. Aggregator servers have the ability to
inspect model changes, deduce personal data, and launch in-
jection attacks. Theft of model updates and private data recov-
ery is possible. By protecting communication lines from out-
side threats, security concerns are mitigated for the FL system.
A secure aggregation FL approach can be complicated by
outsiders and FL actors working together. On the other hand,
attacks against data, algorithms, or federation can be targeted
or untargeted in Federated Learning systems. Attacks fall into
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three categories: concentrating on algorithms, threatening to
disrupt the global model, and misbehaving subtasks [14].

4, Conclusions

In conclusion, federated learning is employed in a num-
ber of sectors, including banking, retail, healthcare, agricul-
ture and transport. FL may enhance personalized treatment
planning, medical image analysis and patient representation.
FL can enhance agricultural irrigation, fertilization, harvest-
ing and animal health monitoring in agriculture. FL may
evaluate consumer activity data in retail while protecting
privacy. But, federated learning models can be compromised
by various threats, including data poisoning, adversarial
attacks, inference attacks, free-rider attacks, and man-in-the-
middle attacks. Poisoning attacks involve malicious individ-
uals attacking the training dataset, causing the model's validi-
ty or dependability to be compromised. To protect against
these attacks, data security and reliability are guaranteed
before training the model. Adversarial attacks modify input
data, leading to inaccurate conclusions. Confrontation train-
ing and data augmentation are popular strategies to counter
these threats. Inference attacks can be thwarted by hybrid
protection techniques like homomorphic encryption, differ-
ential privacy, and secret sharing protocols. Free-rider at-
tacks involve opportunistic clients dissimulating fair partici-
pation in training to obtain global model parameters. Man-in-
the-middle attacks intercept transferred model updates, al-
lowing external attackers to steal, alter, or redirect them.
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denepanysiiibIK MAIIMHA OKBITYIaFbl KOJIJIaHOA AP
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Angarna. Makamaga @enepatuBti oKpITy (FL) opTypmni camamapna, COHBIH imIiHAE MEAWIMHA, aybUI INAPYaIIbLIBIFH,
KeJIiK, OeJlIek cay/a jKoHe KapiKbl cajajapblHIa KOJIAaHBUIATHIH TEPEH OKBITY oici eKeHl aHBIKTayabl. OJl KYNHUsIBUIBIKTHI,
JiepeKTepal HMeJeHy/l, JOKaNIu3alMsIaHFaH MOJENbAlI OKBITYAbI, ©TKi3y KaOUNeTTUNriHIH THIMALITIH, HAKThl YaKbITTaFbl
OKBITY/IbI, MAacCHITa0TayIbl JKOHE KYPBUIFBI aKayJiapblHa TO3IMIUTIKTI KaMmTamachi3 ereni. MenunuHaga FL manueHTTiH
TYCIHITIH, ASpiHI o3ipieyni, MEAMIMHAIBIK KECKiHAI TajlayAbl, aypyAbl JIHarHOCTHKAJaylIbl JKOHE JKEKe eMaeyai
JKOCTIapJiay/ibl JKakcapTa ajgajasl. Aybul mapyambuisiFbiiga FL cyapy/bl, TRIHAHTKBIIITH, €TiH KHHAY/BI )KOHE KaHyapIapablH
JICHCAYJIBIFBIH OaKplIayAbl jkakcapTa anajabl. bemmek caynana FL KynmusibUIBIKTBL CakTail OTBIPHIN, TYTBIHYIIBI 9pEKeTi
JepekTepiH Tanmmail amanmel. bi3 TyciHeriHiMmi3med, ¢emepatuBTi okbITy GPS, MuKpodoHmap koHE KaMepaiap CHSIKTHI
CEHCOpJapAbl MaiiagaHa OTBHIPHII, KEPTUTIKTI AepeKTep Ke3lepi OOMBIHIIA MOAETBAIK OKBITYIBI Oemicexdi. JlereHMeH, oKy
YIITiNiepi opTYpITi KayinTepMeH, COHBIH ilTiH/e AepeKTep i yaany madysurgapbiMeH Oy3bUTYBl MYMKIiH.

Hezizzi ce3dep. pedepamusmi oxvimy, yblmmoel wabybll, OpMANLIKMAHOLIPLLIMAEAH OKbIMY, OPMALLIKMAHOLIPBIIZAH
OKbIMY, KPOCC-CUTO.

I[Hpuiaoxenus B ¢perepaTiBHOM MAIIUHHOM 00yYeHHH
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Meowcoynapoonulii yHusepcumem ungopmayuonnvix mexnonozuu, Armamet, Kazaxcman
*Aemop ons koppecnondenyuu: 4.bakirova@iitu.edu.kz

AnHoranus. B cratse onpeneneno, uro geneparnBHoe odoyuenue (FL) - 3o MeTox riryGokoro o0y4eHusi, HCIOJIb3yEeMbIi
B Pa3JIMYHBIX OTPACISIX, BKIIFOYAs MEHUILIUHY, CEJIbCKOE XO3SHCTBO, TPAHCIIOPTHBIE CPE/ICTBA, PO3HUYHYIO TOPTOBIIO U (PUHAH-
cel. OH obecrieunBaeT KOH(UAESHIMAILHOCTD, BJIAJCHUE JAHHBIMH, JIOKAIW30BaHHOE 0OydueHHEe Mojeined, 3((deKTHBHOCTH
WCIIOJIb30BaHMSI TOJIOCHI TNPOITYCKaHUs, 00y4eHHEe B PEaJbHOM BpPEMEHH, MaclTabupyeMocTb M YCTOHYMBOCTH K COOSIM
yerpoiictB. B Memuunue FL Moxer ymydmmrh mpencraBieHHe O INMalMeHTe, pa3paboTKy JIEKapcTB, aHAIU3 MEAMIIMHCKUX
M300paKeHNH, AUArHOCTHKY 3a00JIeBaHMI W MHAMBHyalbHOE IUITAHMpPOBaHME JiedeHus. B cenbckoM xozsiictBe FL mosker
YIYYIIUTh OpPOIIEHHE, Y1oOpeHue, cOop ypoxast U MOHUTOPHHT 3JI0POBBS )KUBOTHBIX. B po3HmuHO# Toprosie FL mMoxeT aHa-
JM3UPOBATh JaHHBIE O MOBEACHUHN MOKYIaTeJel, COXpaHss KoHpHuIeHInanbHocTh. Kak Mbl HoHMMaeM, (denepaTuBHOE 00yye-
HHUE pacrpenenseT o0y4eHne Mojeliel MeXIy JOKaJdbHBIMH HCTOYHHKAMHU JAaHHBIX, UCIIONB3Ys Takue HaTduku, kak GPS,
MHUKPOGOHBI U KaMepbl. OZHAKO MOJeNN O0yYeHHSI MOTYT OBITh B3JIOMaHBI Pa3IMYHBIMHU YTPO3aMH, BKIIFOYas aTakh C OTPaB-
JICHWEM JTaHHBIX.

Kniouegwie cnosa: pedepamusnoe obyuenue, ompasnaowas amaxa, 0eyeHmpaiuzoeannoe obyuenue, yenmpaiuzo8anHoe
obyuenue, Kpocc-cuo.
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