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Abstract. To ensure the content of decision-making information systems in the individuals’ assets management process re-
quires the development of mathematical models of complex social systems. Studying the expectations of young people on
socio-economic issues is of great importance for understanding the future development of the state for developing social policy
strategies. A priority throughout the life cycle of an individual is happy and stable marriage, for the stability of which material
and moral well-being is important. The next important factor of growing up is closely related to solving the housing problem.
The strategic goal of most universities is to train highly paid specialists who are capable to develop the country and support the
well-being of own family. Planning expected income is one of the steps of the family welfare planning algorithm. The purpose
of this work is to study factors that are important for maturation and well-being. Using machine learning methods, the work
explores socio-economic problems from the point of view of first-year university students. The influence of various factors for
making decisions regarding the expected age of marriage, solving the housing problem, and expected job income is considered
in the research work. Pre-processing of survey data applies data mining techniques. A comparative analysis of the forecast
accuracy of classification methods is carried out: logistic regression, neural networks, support vector machines. Students are
clustered using the K-means method.
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1. Introduction tal, strength, etc. are studied within the framework of the
dynamic conflict model.

This paper aims to describe issues of family financial
well-being using mathematical modeling methods for further
use in the development of an information system. To achieve
this goal, it is first necessary to describe the processes of
creating family financial well-being and determine the limi-
tations of the mathematical model. A study of the literature
allows for the application of existing institutional investment
management solutions to family finances. By family we
mean three generations: children, parents and the older gen-
eration of grandparents. The welfare of the family is consid-
ered as family savings, the income of family members is
considered as private cash flows. Earnings can be attributed
to individuals, while family savings are distributed among
family members. Savings also serve as reserves and insur-
ance for rainy days. Since the well-being of an individual is
interdependent on the well-being of the family, the totality of
family assets can be considered as a long-term fund, which
implies the financing of certain long-term goals. Examples of
goals could be financing the education of children, financial
assistance in creating a young family, purchasing real estate,
and financial assistance for elderly parents. Planning ex-
pected income is one of the steps of the family welfare plan-
ning algorithm [4-6]. The purpose of this work is to study
factors that are important for maturation and well-being.

The long-term priority in the field of social policy in the
direction of ensuring social guarantees and increasing the
personal responsibility of the country's citizens is the devel-
opment strategy of our state. Having a conscious manage-
ment trajectory, a person can plan personal finances at a
young age without resorting to the help of a credit institution.
Information decision-making systems in the field of asset
management for individuals require the development of
mathematical models of complex functional social systems
and algorithms for their solutions.

Research into issues of investment and human capital
during the life cycle of an individual is relevant. Thus, in [1]
it is noted that transferring subsidies to an earlier age in-
creases aggregate welfare and human capital. Determining
the optimal portfolio for an investor with increased risk aver-
sion in the stock market suggests that older investors should
reduce their allocations to risky assets, which is consistent
with the empirical relationships between age, wealth and
portfolios [2]. Work [3] notes the importance of conducting
research on the life cycle of individuals in families in urban
conditions. Optimal strategies for financing and investing a
defined contribution pension plan when changing consump-
tion, attitude to risk and the level of human capital. As-
sessing intergenerational social mobility is important for
understanding the role of family in explaining income ine-
quality. Issues of modeling optimal investment behavior  1.1. Data collection and preparation

considering personality factors such as abilities, human capi- This work uses supervised learning models for labeled data
for classification problem and an unsupervised learning model
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for student clustering. The methods help to identify factors that
divide students into clusters and classes. Required data set for
learning models is collected by anonymously surveying stu-
dents using online surveys via Google forms. One of the main
tasks is systematization and processing of survey data. It re-
quires preliminary data preparation, data analysis, selection of
features for training models, and assessment of forecasting
efficiency. Pre-processing of survey data Excel spreadsheets is
carried out using intelligent and exploratory data analysis
methods using the Python programming language. The volume
of data is 90 questionnaires of first year students of various
specialties who voluntarily filled out questionnaires. A variety
of data were obtained: structured, semi-structured, unstruc-
tured regarding values and attitudes of students on different
aspects of future life. Traditionally, forecasting is based on
numbers, indicators, coefficients based on statistics and math-
ematical modeling. However currently one uses machine
learning methods (MLM), since the use of unstructured data
allows making predictions deeper and information technology
- doing calculations faster [7-10].

Data preparation and ranking involves cleaning and or-
ganizing the source data into a consolidated format so that
the resulting data set is suitable for further analysis and train-
ing of the model. The quality of the data influences the train-
ing of the selected machine learning models. Since there is
relatively small data set, deleting incorrectly completed ques-
tionnaires is not suitable. All missing, blank responses were
replaced with minimum, maximum, or average values. To
make the data suitable for analysis, text and unstructured data
were digitized. Aggregation of similar data into one variable
was not produced, although some of the questions were for
assessment of value factors of family well-being, for exam-
ple, attitude towards future work, spouse, and income. To
aggregate or isolate factors that do not have an impact and
are not associated with output data, additional expert
knowledge is required. No external expertise was involved,
so all collected answers left without aggregation or removal.
Some data relates to material and time factors like the age of
marriage, the age of purchasing own home, income. In gen-
eral, resulting variables refer to different types: ordered,
continuous, categorical. For example, income is continuous,
the choice to live with or not with parents is categorical, the
assessment of the degree of importance of real estate is dis-
crete and ordered. After converting text data, it was received
up to 90 observations and 56 features of digital data set. The
data obtained are not only of different types, but also lie in
different ranges of values. Normalization is sensitive to out-
liers and is used when the data distribution unknown. Stand-
ardization is less sensitive to outliers, since it depends on the
average value and standard deviation. In this work, the data
were standardized according to formula:

Xnorm = ((X_,U))/G

2. Materials and methods

2.1. Preliminary data analysis

Visualization of data in the form of histograms allows you
to make a preliminary analysis of students’ attitudes to issues
of interest. Data analysis shows that the majority of modern
young people prefer to join into marriage after they buy a
house, a car and settle down. They prefer to conclude marriage
at 23 or 28 years. A minority would like to get married before
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the age of 21 or after 33. It also shows that most students want
to earn no less than 400 thousand tenge per month. Few people
expect to maintain an income of 150-300 thousand tenge.
There are students who want to earn more than 1 million ten-
ge. The overwhelming majority believe that an apartment is
the most important property that can be acquired by spouses
during marriage. The survey of students about what does a
family spend most of its income on gives the results that most
students think that this is buying a real estate.

2.2. Nearest neighbors’ method

Scatterplot and nearest neighbor method are used to un-
derstand the relationships between two features. So, there is
no clear connection between the following characteristics:
how much do parents spend on average in month for student
support and at what age does the student plan to decide his
own family's housing issue. In most cases the boundaries of
separation between students take complex forms. However,
there is decision boundary between students whose expected
age of marriage before and after 27 years old. Some division
occurs between students regarding opinion, that saving on a
deposit is ineffective or the costs of purchasing real estate is
not the largest family expenses. One can interpret the divi-
sion as different attitude towards a saving and real estate
among different groups of students. There is a division of
opinions regarding the point that the most important thing is
to pass on healthy genes to the heirs.

2.3. Clustering

The clustering method of k-means is used to determine k-
groups of students with similar answers to questionnaires. In
this case, the structure of the division is unknown in advance,
in contrast to the classification based on a predetermined
feature. The elbow method was used, which helps to select
the optimal number of clusters for the clustering task. Based
on the distance metric between the clusters it follows that the
students are optimally divided into three clusters considering
all 56 characteristics. Fig. 2 shows a two-dimensional visual-
ization of three clusters based on the first two features, since
it is impossible to display 56 features on the graph. Fig. 2
shows the centroid of three clusters according to coordinates
x= feature “real estate purchase” and y= “feature financing
education of children”. It is possible to conclude that stu-
dents who consider the financing of children's education as
insignificant expenses fall into the first cluster. The rest stu-
dents, who do not agree with this, are divided into two
groups according to attitude to the cost of buying real estate.
Thus, the second cluster estimates the cost of buying real
estate on the scale of 3 and below (middle priority), the third
cluster - on the scale 4 — 5 (high priority).
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Figure 1. Scatter diagram of three clusters on x= “real estate
purchase” and y= “financing education of children”
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2.4. Classification

The choice of training method depends on the classifica-
tion task, type of data and data set size. Most machine learn-
ing methods involve training on structured data, so the un-
structured data was initially processed and organized into a
structured format. In our case there were 90 observations and
56 features in the data set, so it was decided to use several
methods and compare the results to study the advantages of
each method. In this research work, the most important factor
in family well-being is the expected income of a student.
Therefore, the forecast of an expected student income was
taken as the output variable of the classification model. The
model for predicting student income can be used in the pro-
cess of education and training of highly paid specialists.
Collected from the questionnaires, the expected income data
set was marked and divided into two classes: label 1, if the
expected income is at least 500 thousand tenge and label 0 if
it below 500 thousand tenge. As seen in Figure 2 such a
division divides student into two almost equal classes.

Number of people

-
o

0

less than 500 thousand ~ more than 500 thousand

Figure 2. Output data of income

3. Results and discussion

Three classification methods were used in the research
work: logistic regression, neural networks (NN) and the
SVM (support vector machine method). To apply classifica-
tion methods, 80% of the data was used as training data, 20%
as test data. The neural network architecture consists of three
layers. There are 64 neurons in the hidden layers and one
neuron in the output layer. The activation function was the
relu function in the hidden layers and the sigmoid function at
the output layer. Forecast results for test data are presented in
the error matrix (Figures 3-5). For test data, error analysis
showed that logistic regression works better at reducing
errors Type I, and the SVM method is better in reducing the
Type Il error. The NN method is optimal.
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Figure 3. Logistic Regression Error Matrix
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Confusion Matrix
Accuracy.66.67%
Error:33.33%

Predicted

Figure 4. Error matrix of the neural network method
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Figure 5. Error matrix, SVM method

Table 2 shows the classification performance indicators
of each method, of which one can see that considering the
sample size, heterogeneous data types, the ratio of the num-
ber of observations and features, the NN and SVM methods
give better results than logistic regression. Moreover, the NN
method gives balanced performance measures in the sense of
type | and type Il errors, which can be explained by the fact
that in the data set the number of observations exceeded the
number of features. In addition, most of the features had low
variability, since it took values from a limited set {1; 2; 3; 4;
5}. Thus, the forecast accuracy of the learning model for
forecasting expected income according to the survey data
was 67%. This is higher than just guessing 50%, but the
result is not efficient enough.

4. Conclusions

Thus, the research work collected and analyzed data from
a sociological survey of university students. Structured and
unstructured survey data were digitized and preprocessed by
exploratory data analysis methods for further processing by
machine learning methods. The clustering method of k-
means was used to determine three groups of students with
similar answers to questionnaires. Several machine learning
methods were applied for classification students by expected
future income. The research work provides a comparative
analysis of the effectiveness of classification methods: lo-
gistic regression, neural networks, support vector machines —
for specific task of classifying students, where the output
attribute is the expected income, and the input features are
answers to the socio-economic questions of the question-
naire. Received models allow studying behavior patterns and
classifying and clustering students by expected income de-
pending on the expected age of entry into adulthood, the
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ODJIEYyMETTIK-IKOHOMHUKAJIBIK CAyaJTHAMAJIAPAbIH MJJIIMETTEPIH
TaJAay YIIIH MAIINHAJBIK OKBITY JiCTEPIH KOJIAaHY
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Angarna. JKeke axTtuBTepai Oackapy TpOLECiHIE IIeMIiM KaOBUIAyIBIH aKMapaTTHIK JKYHENEpiHiH Ma3MYHBIH
KaMTaMachl3 €Ty YINiH KypHelli 9JeyMeTTiK KyienepaiH MaTeMaTHKAaJbIK YITUIepiH xacay KaxeT. JKactapIblH aIeyMeTTiK-
KOHOMHMKAJIBIK MAceliesiep OOMBIHIIIA YMITTEPiH 3epaAeiicy MEMIICKETTIH JaMy OOJalIarbiH TYCIHY JKOHE dJICYMETTIK CasiCaTThIH
CTpaTEerUsUIapbIH d3ipJiey YIIIH YJIKEH MaHbI3fa he. AJaMHBIH OYKIJT OMIpIiK HUKIIHIETT 0achIMIBIK - OyJ1 OAKbITTBI KOHE
TYPaKThbl HEKE, OHBIH TYPAKTBUIBIFBI YIIIH MaTEPHAJIBIK )KOHE MOPAJIbJIBIK dJI-ayKaT MaHbI3/bl. byt ecyiH MaHbI31Ib! (JaKTOPBI
TYPFBIH Vil MOCeJIeCiH LIeUIYMEH ThIFbI3 OaiilaHbIcThl. KenTereH yHUBEpCUTETTEP/IiH CTPATETUsUIBIK MaKCaThl — €N/l JaMbITyFa
JKOHE OTOACKHIHBIH dJI-ayKaThlHA KOJIIay KOpCceTyre KaOlIeTTi, )KaJlaKbIChl )KOFapbl MaMaHAap bl faiibiaaay. Kyrinerid TaObICThI
JKOCTapiay OTOACKIHBIH OalJIBIFBIH JKOCIApIIay aJITOPUTMIHIH Ke3eHAepiHiH 0ipi 00JbIN TaObLIaAbl. BYJT KYMBICTHIH MAaKCATHhI -
KETIy JKOHE oN-ayKaT YINiH MaHBI3Abl (akTopiapisl 3epTTey. MallMHAJbIK OKBITY 9IIiCTepiH KOJOaHa OTBIPBIIN, JKYMBIC
YHHBEPCHTETTiH OipiHII KypC CTYOCHTTEPI TYPFHICHIHAH 9JICYMETTiK-3KOHOMHUKANIBIK MPpoOeManapabl KapacTeIpaabl. 3epTTey
JKYMBICHI KYTUICTiH HEKe JKachlHA, TYPFBIH YH MIENIiMIEpiHe J>OHE JKYMBICTaH KYTUICTIH TaObICKa KAaTBICTHI MICHIM
KaObUIIayFa opTYpIli hakTopiIapAbIH ocepin 3eprreiai. CayamHaMa IepeKTepiH aliblH ajla eHIeY JepeKTepIi i31ey omicTepin
KOJJIaHY apKbIIbl JKy3ere acelpbutaznbl. JKikrey opmiciHiH OoypkaM JONiriHe CalbICTBRIPMAibl Tanjay O Kyprisijeni:
JIOTUCTUKAIBIK perpeccHs, HEWPOHBIK KeJiiep, TipeK BEeKTOpJbIK MamuHanap. Okymbulap «K-opramapsD» afici apKbUIbI
TOIITACTHIPHLIAIBI.

Hezizzi co30ep:. Mauiunanwlx OKbIny, MamemMamukaivly MoOeas, DOIxCay, Mine3-KYvlK yaciiepi, scacmap macenenepi.

HpI/IMeHEHI/Ie METOA0B MAIIIMHHOI'0 oﬁyqunﬂ AJIA aHaJIN3a JaHHBbIX
COUAJTBbHO-9KOHOMHUYICCKHUX OIIPOCOB
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Annoranusi. /[ obecrieueHust coiepkaHusi UHOOPMALMOHHBIX CHCTEM IPHHATHS PELICHUH B IIPOLIECCE YNpaBICHUS
aKTHBaMH JIMYHOCTH HeoOXoiuma pa3paboTka MaTeMaTHYECKHX MOJETEH CIOXKHBIX CONMAIBHBIX CHCTEM. M3yueHne
OKHJAHUI MOJIOAEKH IO COIHATbHO-?KOHOMHYECKHM BOIPOCAM HMEET OOINbIIOe 3HAUCHHE AJSI IMOHWMAaHMS HEPCIIEKTHB
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Pa3BUTHSI TOCYAApCTBA M Pa3pabOTKU CTPATETHH COLMAIbHONW MONUTHKH. IIpHOPUTETOM Ha MPOTSIKEHUH BCETO KM3HEHHOTO
IIVKJIA JIMYHOCTH SIBIISIETCS] CYACTIIMBBIN M CTAOMIBHBIN OpakK, I CTAOMIBHOCTH KOTOPOTO Ba)KHO MAaTEpHAIBHOE U MOPAIIbHOE
Onaronoxyuune. JlaHHBIH BaKHBIH (AaKTOp B3POCICHUSI TECHO CBS3aH C PELICHHEM >KWIMINHOTO Bompoca. CTparernyeckoii
LEbI0 OOJIBIIMHCTBA YHHBEPCUTETOB SIBISETCS IMOJArOTOBKA BBICOKOOIIAYMBACMBIX CIELUAIHMCTOB, CIIOCOOHBIX pa3BHBAThH
CTpaHy W IOJICPKUBATh OJaronoinydue cBoer cembu. IlnaHnpoBaHne 0XHIaEMOro A0X0/a SIBISIETCS] OJJHAM U3 ATAIOB ajro-
pUTMa IUIAaHMPOBaHUS 0JIarococTosHUS ceMbH. Llenblo qaHHON paboTHI ABJIsIETCS U3y4YeHUE (PaKTOPOB, BXKHBIX JJIsI B3pociie-
HUA 1 Onarononryyus. C IIOMOIIBIO METOJIOB MAIIMHHOTO 00y4YeHHus! B paboTe UCCIEAYIOTCS COLMaIbHO-9KOHOMUYECKHUE TIPO-
OJIEMBI C TOUKH 3pEHHUs CTYACHTOB-IIEPBOKYPCHUKOB By3a. B mccnenoBaTenbckoil pabore paccMaTpyuBaeTCsl BIUSHUE pas3iind-
HBIX (DaKTOPOB Ha MPHHATHE PEUICHHH OTHOCHTEIBHO IPEIIONAracMoro Bo3pacTa BCTYIUICHHA B OpaK, PEIICHNUS KUITUITHOTO
BOIIPOCA, O’KUAEMOTO0 Joxoxaa oT pabotsl. [IpeaBapurtenpHas 00pabOTKa JaHHBIX OIPOCA OCYIIECTBIAETCS METOAAMH HHTEI-
JIEKTyaJbHOTO aHajJM3a JAaHHBIX. [IpOBOIUTCS CpaBHUTEIBHBIN aHAIN3 TOYHOCTH IPOTHO3a METOJOB KIACCH(HUKAINU: JIOTH-
CTUYECKON perpeccuu, HEMPOHHBIX CETEH, ONOPHBIX BEKTOPOB. IIpoBoauTes KilacTepusanus cTy1eHTOB MeTonoM K-cpennHux.

Knrwouegvie cnoea: mawunnoe ooyuenue, mamemamuieckas MoOeb, NPOSHOUPOBaAtUe, NAMmepHsl N0GEOeHUsl, NPOOeMbl
Mono0edncu.
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