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Abstract. Education is an inherent entitlement of every individual. It refers to the process of acquiring knowledge about the
items in our surroundings. It facilitates comprehension and resolution of any issue, while promoting equilibrium in all aspects
of life. The field of education has seen significant transformations at all levels in the previous two decades. Several changes
have occurred as a result of the growing number of technological breakthroughs in both teaching methods and student learning
approaches. The emergence of artificial intelligence and machine learning has been a significant milestone in the progression
of technology. These two advanced technologies have impacted every aspect of human existence, including commerce, fi-
nance, communication, travel, health, and education. Indeed, it is certain that teachers and educators are indispensable. How-
ever, technology will inevitably bring about many alterations to the role of a teacher and to the most effective methods of in-
struction. This review focuses on the overarching topic of machine learning in the field of education.
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1. Introduction

There has been a significant shift in the area of education
brought about by the use of machine learning algorithms into
educational predictive modeling. Traditional statistical tech-
niques, while their significance, have limits when it comes to
capturing the intricate dynamics of student learning. The
spread of machine learning has resulted in the development
of flexible approaches that are capable of identifying detailed
patterns and customizing educational experiences to meet the
specific needs of individual students.

Because education is inherently diverse and is always
growing, it requires technology that is adaptive in order to
properly handle the complexities of student performance,
engagement, and learning outcomes. The processing capacity
and unique algorithms that machine learning algorithms
possess make it possible for corporations and educational
institutions to take advantage of a wide variety of possibili-
ties that were previously unprecedented. The purpose of this
research is to investigate the historical development of ma-
chine learning in educational contexts, as well as investigate
its current applications and potential future applications [1].

Within the realm of education, the relevance of machine
learning extends well beyond the realm of predictive model-
ing. The use of data-driven decision-making, early interven-
tion tools, and adaptive learning environments are all includ-
ed in its scope. The purpose of investigating certain machine
learning algorithms, such as the interpretability of Decision
Trees and the ensemble strength of Random Forests, is to get
a comprehensive knowledge of the uses and limitations of
these algorithms in educational environments.

In spite of this, there are ethical implications that may be
drawn from this investigation. When it comes to the use of
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student data, the reduction of bias, and the comprehension of
complex models, key focal areas emerge. It will be necessary
for the ethical framework that governs the use of machine
learning in educational settings to develop in tandem with the
progression of technology in the years to come [2].

It is possible to create opportunities for ongoing innova-
tion by anticipating impending advances, such as reinforce-
ment learning and natural language processing, among other
technological advancements. There is the possibility that the
use of machine learning in the field of education may lead to
a future in which education will be individualized, adaptable,
and comprehensive. The purpose of this study is not only to
get an understanding of the current state of affairs, but also to
encourage introspection on the ethical responsibilities and
transformative powers that are inherent in the mutually bene-
ficial link between education and machine learning.

The integration of machine learning algorithms and ped-
agogical predictive modeling signifies a significant paradigm
shift within the field of education. Although conventional
statistical methods are crucial, they are incapable of depict-
ing the intricate dynamics of student learning. The expansion
of machine learning yields versatile methods capable of
deciphering intricate patterns and customizing educational
experiences to meet the specific needs of each learner.

Education, being inherently diverse and ever-changing,
necessitates flexible technologies that can effectively navi-
gate the complexities associated with student engagement,
learning outcomes, and performance. Machine learning algo-
rithms, which are powered by sophisticated algorithms and
computer power, offer institutions and educators a set of
revolutionary tools. The objective of this study is to investi-

This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http:/creativecommons.org/licenses/by/4.0/),
which permits unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.


https://ce.journal.satbayev.university/
http://creativecommons.org/licenses/by/4.0/
mailto:olzha.adilbek@gmail.com
https://ce.journal.satbayev.university/index.php/journal/article/view/1249

O. Adilbek et al. (2023). Computing & Engineering, 1(1), 25-30

gate the historical development, present-day applications,
and prospective developments of machine learning in the
context of education [1].

The significance of machine learning in the field of edu-
cation transcends predictive modeling and encompasses data-
driven decision making, adaptive learning environments, and
early intervention systems. An in-depth examination of spe-
cific machine learning algorithms, ranging from the inter-
pretability of Decision Trees to the ensemble strength of
Random Forests, is intended to impart a comprehensive un-
derstanding of their applications and constraints within edu-
cational settings.

Nevertheless, this inquiry is not devoid of ethical ramifi-
cations. The appropriate utilization of student data, the pre-
vention of bias, and the interpretability of complex models
arise as critical areas of emphasis. Moving forward, it will be
necessary to modify the ethical framework pertaining to
machine learning in education in tandem with technological
developments [2].

The ability to forecast forthcoming developments, such as
natural language processing and reinforcement learning,
generates prospects for continuous innovation. Integration of
machine learning into education bodes well for a future char-
acterized by personalized, flexible, and all-encompassing
learning. Beyond merely understanding the present state of
affairs, this research also aims to stimulate contemplation
regarding the revolutionary potential and ethical obligations
that are intrinsic to the symbiotic relationship between ma-
chine learning and education.

Furthermore, a considerable body of scholarship is dedi-
cated to forecasting student success in problem-solving or
course completion [12]. A variety of machine learning ap-
proaches, including decision trees, artificial neural networks,
matrix factorization, collaborative filters, and probabilistic
graphical models, have been used to create prediction algo-
rithms [15]. It is uncertain whether machine learning model
properly predicts students' performance, since different authors
have provided inconsistent findings about the algorithms'
prediction accuracy. In addition, previous research undertaken
by other authors has not established a machine learning model
that may be used to enhance students' learning outcomes.
Various machine learning algorithms exhibit varying levels of
accuracy when predicting students' performance.

There is no definitive model that has been shown to be the
most effective in correctly forecasting pupils’ academic
achievement. The disparity in prediction accuracy across dif-
ferent machine learning models may be attributed to variations
in socioeconomic variables affecting children, such as family
income, parental educational attainment, and the job situation
of students or their parents. When evaluating the accuracy of
different machine learning models in forecasting student per-
formance, it is crucial to consider the numerous elements that
might influence a student's academic success, such as personal,
socio-economic, and other environmental variables. Further-
more, the several machine learning algorithms failed to deter-
mine the optimal model for enhancing student performance.
The optimal approach for predicting performance and enhanc-
ing learning among students remains uncertain.

Many models primarily focused on forecasting students'
performance without considering measures to enhance stu-
dents' learning experience. The academic performance of
students is impacted by socioeconomic variables such as
family income, parental education level, and the work posi-
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tion of kids or their parents. However, these factors are not
considered when evaluating the accuracy of different ma-
chine learning models in forecasting students' performance.
Therefore, it is crucial to evaluate the precision and accuracy
of different machine learning models that can effectively
forecast students' academic performance, considering the
impact of socio-economic and demographic factors on learn-
ing outcomes.

Nomenclature:

SVM - Support Vector Machine

ANN - Artificial Neural Network

SLR - Systematic Literature Review

SRM - Structural Risk Minimization

DT - Decision Tree

ML - Machine Learning

RF - Random Forests.

2. Materials and methods

Due to the growing interest in forecasting student
achievement in educational institutions, scholars have made a
collaborative endeavor to ascertain the potential significant
factors that influence learners' performance.

The literature has extensively examined the impact of
many variables on pupils' ability to accurately anticipate
outcomes. The study primarily examined many factors in-
cluding past academic achievements, demographic character-
istics, student behavioral attributes, psychological variables,
family socioeconomic status, and school environment. The
systematic literature review (SLR) revealed that 57% of the
analyzed articles used past academic accomplishments and
demographic factors to predict student learning outcomes.
This observation aligns with the conclusions of a compre-
hensive analysis of studies on forecasting academic success
in higher education conducted by [9]. A study revealed that
69% of research studies identified academic achievements
and demographic features as the main factors influencing the
academic performance of higher education students. Howev-
er, their research evaluation failed to include lower-level
learners' educational characteristics in a comprehensive
manner. Conducted a review of scholarly articles on machine
learning algorithms that were published from 2019 to 2021
and focused on predicting academic success. A total of elev-
en publications were analyzed. The research primarily exam-
ined data derived from student registration, including student
demographics, competency in task performance, learning
style, sleeping habits, and activity patterns [10]. The artificial
neural network (ANN) has been identified as the most often
used machine learning method. Based on the analysis of 11
publications, the key determinants of students' success were
found to be their attention in theory class, test performance in
Moodle, and active participation in Moodle discussion
boards. The review, however, failed to accurately assess the
impact of students' demographics on their academic perfor-
mance, as shown in existing research.

In a similar manner, a systematic literature review (SLR)
was conducted over a span of ten years (2010-2020), using a
total of 21 publications. This study specifically examined the
intersection of machine learning and predicting student ac-
complishment, while also addressing the deficiencies and
possible remedies in current research. The analysis showed
that 62% of it mostly consisted of categorization techniques.
The analysis furthermore revealed that 76.60% of the inves-
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tigations used datasets from higher education, whereas
23.40% of the studies relied on information from basic edu-
cation. The research found that students' actions, de-
mographics, and social life were the most significant factors
in predicting achievement. This research emphasizes the
previously established exclusion of data from lower educa-
tional environments.

A recent literature evaluation conducted by Vaswani, A.,
Shazeer, N., and other authors focused on identifying algo-
rithms that may be used to predict student performance and
enhance learning [12]. They evaluated 10 different algo-
rithms by measuring their predictive accuracy on student
achievement. Nevertheless, they encountered difficulties in
selecting the most effective algorithms for forecasting stu-
dent performance due to the diverse range of factors used by
various researchers in the existing literature. In addition, they
expressed their opinion on the important influence of some
socioeconomic aspects, such as the financial situation of the
family, the educational background of the parents, and the
employment position of either the parents or the pupils, on
the academic achievement of learners. Nevertheless, it was
found that these indicators are often ignored when forecast-
ing student achievement [13]. Evaluated 56 articles in a sys-
tematic literature review (SLR) using 10 assessment criteria
to serve as a review framework. Out of these, only 34 studies
provided information on both the characteristics and the
significance of these aspects in predicting student achieve-
ment. The research focused on three main categories of char-
acteristics: social, academic, and behavioral. As stated in
reference [13], the practicality of selecting and predicting
academic accomplishment among students in machine learn-
ing models may be enhanced by standardizing predictions
using benchmark datasets.

3. Results and discussion

3.1. Machine Learning Models

Machine learning is a data analysis method that aims to
uncover patterns and correlations between variables. Fur-
thermore, an important characteristic of machine learning is
its ability to understand intricate non-linear connections,
particularly when dealing with intricate input variables [4].
Various machine learning models may be customized to
analyze data via tasks such as classification, clustering, and
association rules mining. The choice of which task to use
depends on the appropriateness of the data collection and the
aims of the data analytical process. Hussain, Muhsin, Salal,
Theodorou, Kurtoglu, and Hazarika [21] assert that machine
learning has practical applications in schools, such as moni-
toring and analyzing the learning process, predicting learners'
performance to offer necessary academic assistance, provid-
ing academic guidance and mentoring, evaluating the effi-
ciency and effectiveness of learning methods, offering valua-
ble feedback for teachers and learners, and adapting learning
environments to benefit students. Applying machine learn-
ing approaches to forecast students' performance, utilizing
their history knowledge and in-term performance, has shown
to be a valuable tool for anticipating both low and high
achievements across different educational levels [5-6]. Ma-
chine learning surpasses conventional statistical analysis by
prioritizing predicted performance rather than relying on
verifiable theoretical qualities and priori super-population
assumptions. Tutors are able to provide timely assistance to
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the weakest students and also support the best students, so
enhancing the learning process. Machine learning is used to
achieve this goal. Machine learning methods are used to
uncover data models or patterns, and they are beneficial in
the process of decision-making [8]. The capacity to forecast
the performance of pupils is of utmost importance in our
current education system. It remains unclear which machine
learning model is more effective in accurately forecasting
student performance and which one is most effective in en-
hancing learning outcomes [7]. Various data mining tech-
niques are used to extract concealed insights from extensive
datasets. The machine learning models include decision
trees, neural networks, Bayesian classifier-nearest neighbor,
support vector machines, random forests, logistic regression,
linear discriminant analysis, multiple regression, and self-
organized maps.

Decision Tree. A Decision Tree is a commonly used
method for prediction and decision-making, distinguished by
its tree-like structure resembling a flow chart. Decision Trees
have been extensively used by researchers because to its
simplicity and comprehensibility in uncovering data struc-
tures and forecasting values, irrespective of the dataset's size.
Decision Tree classifiers are used in data mining to create
trees by examining the training set, which are then utilized
for producing predictions [7]. Decision tree classifiers are
well esteemed and crucial methods for classification. Deci-
sion tree classifiers often have a hierarchical organization,
starting with fundamental attributes and concluding with
terminal nodes. Furthermore, it has several divisions that
exhibit unique characteristics. Each branch has a leaf node
that represents either a specific class or a particular distribu-
tion of classes [9]. Decision tree approaches clarify the rela-
tionship between characteristics and the significance of at-
tributes. Decision trees provide several benefits. They pro-
vide user-friendly and clearly interpretable guidelines, with-
out necessitating complex data preparation. Moreover, deci-
sion trees exhibit strong performance when dealing with both
numerical and categorical factors [10]. The predominant
method used for constructing decision trees is referred to as
1D3.

Artificial Neural Network. Artificial Neural Network
(ANN) is well recognized as one of the most prevalent ap-
proaches used in educational data mining. The neural net-
work receives messages via synapses located in the den-
drites. According to the artificial neural network (ANN)
technique, the neuron is engaged and generates a signal on
the axon when the received signals are sufficiently powerful
and above a certain threshold. This signal has the capability
to be sent to other synapses and potentially stimulate addi-
tional neurons [11]. An Atrtificial Neural Network typically
consists of input synapses, which are multiplied by weights
representing the intensity of each signal. These values are
then processed by a mathematical function that defines the
activation level of the neuron, resulting in an output. One
benefit of neural networks is their ability to identify and
analyze all potential interactions among predictor variables
[12]. Neural networks are capable of accurately detecting
complicated nonlinear relationships between dependent and
independent variables without any uncertainty. Hence, the
neural network technology is chosen as one of the most ef-
fective prediction methods.

Support Vector Machine. Support Vector Regression is a
form of prediction algorithm that use Support Vector Ma-
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chine to assign support vectors for the purpose of separating
features. SVMs are a collection of supervised learning meth-
ods that are used for classification and regression tasks [13].
They belong to a family of generalized linear classifiers. An
essential characteristic of Support Vector Machines (SVM) is
that they simultaneously reduce the empirical classification
error and maximize the geometric margin. Therefore, SVM is
sometimes referred to as Maximum Margin Classifiers. The
SVM algorithm is founded on the principle of Structural Risk
Minimization (SRM). Support Vector Machines (SVM)
transform the input vector into a higher-dimensional space,
where a hyperplane is generated to separate the data points as
effectively as possible. Two parallel hyperplanes are formed
on each side of the hyperplane that divides the data. The
separating hyperplane refers to the hyperplane that maximiz-
es the distance between two parallel hyperplanes. During the
classification phase, an increase in the number of classes
might lead to a decrease in the success rate of Support Vector
Machines (SVM). Nevertheless, it may be efficiently used
for binary classification tasks.

Random Forest algorithm. A random forest is an ensem-
ble of decision trees constructed with a certain degree of
randomization [15]. Random forest is an ensemble learning
technique used for classification. It involves creating several
unpruned classification trees during the training phase by
using the bootstrap sampling approach on the training data.
Random forest has been used to analyze several intriguing
problems, and it is clear that this method has considerable
promise in generating valuable classification models [19]. In
the testing step, the final projected output for a randomly
chosen feature is obtained by calculating the average of all
unpruned classification trees [2].

3.2. Application of machine learning in education

The future of education may be greatly influenced by the
use of artificial intelligence and machine learning. Machine
learning enables us to depart from the one-size-fits-all ap-
proach. Due to its adaptability and capacity to provide tai-
lored courses, it serves as a highly efficient instructional
instrument. Machine Learning technologies use advanced
algorithms to evaluate an individual's existing comprehen-
sion level, detect deficiencies in the student's learning, and
provide immediate remedies. The technology can also detect
locations with a higher student-to-teacher ratio and develop
tailored learning programs that have the greatest influence on
the biggest number of kids. Here are some benefits of ma-
chine learning that demonstrate its transformative impact in
the realm of education.

Student Performance Prediction:

One significant advantage of machine learning is its ca-
pacity to forecast student performance. Through the process
of "learning" about individual students, the technology is
able to recognize areas of weakness and provide relevant
educational resources tailored to each student, such as sup-
plementary practice exams.

Impartially Assessing Students:

Machine learning can also assess students in a fair manner
by eliminating human biases. Al is now being used to grade
multiple choice examinations, and machine learning technolo-
gies like Grammarly are now being used to evaluate writing.

Optimize Content Organization:

By detecting deficiencies, machine learning may enhance
the effectiveness of content organization. As pupils acquire a
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particular talent, they go to the subsequent skill, consistently
expanding their knowledge base.

Recommended learning trajectory:

After analyzing the pupils' performance, the program may
propose an improved approach to acquiring new content. The
process starts with an examination of the current understand-
ing of the curriculum. After identifying weak points, pupils
are provided with recommendations for resources and addi-
tional learning methods.

Career Path Prediction:

Machine learning programs can effectively monitor and
analyze students' interests, aptitudes, and dislikes to forecast
their future career paths. It examines student behavior and
responses. Through the study, it is possible to accurately
anticipate the areas of interest in which the student may
flourish.

Grouping Students and instructors:

Machine learning will enhance education by categorizing
students and instructors based on their requirements and
schedules.

4. Conclusions

The report asserts that accurately forecasting a student's
academic success is of utmost importance for educational
institutions worldwide. The utilization of Machine Learning
Technigues in forecasting students' academic performance
has proven to be beneficial in identifying underperforming
students. This enables educators to implement corrective
actions at an early stage, right from the start of an academic
year, by solely relying on students' internal assessment data
from previous semesters. This approach facilitates the provi-
sion of additional support to at-risk student groups. It is im-
portant to use several techniques in order to properly forecast
the academic achievement of the student. Anticipating the
performance would also allow schools to prioritize pupils
who are more likely to have poorer performance in order to
enhance their academic achievements. Forecasting a student's
academic achievement enables educational institutions to
provide supplementary evaluations, hence fostering the ad-
vancement of the education system within these establish-
ments. Based on actual evidence, the candidate's outcome
might potentially be anticipated by doing an internal evalua-
tion. In the case of applicants who have received low scores
in their internal assessments, instructors may provide addi-
tional time to enhance their performance in the final exams.

A predictive model is used as an indicator to students and
parents for identifying children with low academic perfor-
mance. This model may potentially be employed to enhance
the grades of these individuals. The teachers have the ability
to act in real time by examining the pupils' internal evalua-
tion scores. The internal evaluation may be ongoing as an
essential component of a certain course. Based on empirical
evidence, there is a disagreement over the most effective
machine learning model for forecasting students' perfor-
mance. Accurately ranking machine models based on their
prediction skills in projecting students' performance and
subsequent decision making is crucial. Furthermore, alt-
hough many machine learning models have focused on pre-
dicting students' performance, they have not yet determined
the optimal model for enhancing students' outcomes. It is
important to identify machine learning models that have the
capacity to enhance students' learning outcomes. In addition,
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educational research indicates that some socioeconomic and
psychological elements, such as learning style, self-efficacy,
motivation and curiosity, as well as the teaching and learning
environment, have an impact on student learning and there-
fore influence student accomplishment.
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Anaarna. bimiM-Oynr op agaMHBIH akpIpamac KYKBIFBI. Bys Oi3fiH opTaMbI3garsl HMOHJIEP Typaibl OuTiM aly mporeciHe
katanel. byn emipmiH OapiblK acmekTinepiHAe Temne-TeHMIKTI HacuXaTTald OTBHIPHIN, Ke3-KeIreH MACceNeHI TYCiHyre j>KoHe
nIenryre bIKnain ereni. bimim Oepy camachlHIa COHFBI €Ki OHXKBULABIKTA OapibIK IeHreiiepIe alTapiablKTail e3repictep OOJIBL.
Bipueme e3repictep OKBITY 9icTepiHIE A€, OKYIIBLIAPABIH OKY TOCUIICpIHAE € TEXHOJOTHSIIBIK KETICTIKTEPAIH apTyhI
HOTIXKECiHe maiaa Oomupl. JKacaHAbl MHTEIUICKT IIEH MAIIWHANBIK OKBITYABIH Taiaa O0Jybl TEXHOJIOTHSHBIH JaMybIHIAFbI
MaHBI3Jbl Ke3eH Oonapl. Bys eki 03bIK TEXHOJOTHS ajaM eMipiHiH OapiblK acleKTijiepiHe, COHBIH IIIiHAe cayna, KapiKbl,
OaiinaHblc, casxart, ISHCAYJbIK cakTay >koHe OiniMre ocep erti. ILIbIHBIHAA 13, MyFaliMiep MeH TopOUeIiiepAiH OpHBI TOJIMAC
eKeHi ce3ci3. JlereHMeH, TEeXHOJIOTHS C€O3Ci3 MYFAIIMHIH PONIHIE XOHE OKBITYAbIH €H THIMIi OiCTepiHIe KOnTereH
esrepicrepre akenesi. by mony 6imiM 6epyaeri MamuHAIBIK OKBITYABIH YKaJIIbl TAKBIPBIObIHA OaFBITTAJIFaH.
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AnHoramusi. OOpa3oBaHHe SBISCTCS HEOTHEMIIEMBIM IIPABOM KaXIOro uejoBeka. OHa OTHOCHTCS K HpoLEcCy
nproOpeTeHns 3HAaHUK O TpeaMeTax B HameM OKpykeHnH. OHa CIoCOOCTBYeT MOHMMAHHWIO M PEIICHHIO JIOOBIX MpoOieMm,
COZEICTBYSI PAaBHOBECHIO BO BCEX aclleKTax JXM3HHU. B oOmactu 00pa3oBaHMS 3a MOCIEIHHE IBAa IECATHICTHS NMPOU3OLLIH
3HAYMTENbHBIC M3MEHEHUS Ha BCeX YpPOBHAX. HeECKOJIbKO H3MEHEHWH IPOM30LUIO B pe3ylbTaTe pPacTyIIero 4YHcia
TEXHOJIOTUYECKUX IPOPHIBOB KaKk B MeETOJaX OOy4YeHHs, TaK M B IOAXOHAaX K OOYYCHHIO ydYaluxcs. BO3HHKHOBeHHE
MCKYCCTBEHHOTO HMHTEJJICKTa U MAIIMHHOTO OOYYEHHsI CTaJI0 BaXKHOW BEXOH B Pa3BUTHM TEXHOJIOTHH. DTH JIBE MEpeIOBbIC
TCXHOJIOTUHU ITIOBJIMAJIN Ha Ka)i(ﬂblﬁ ACIEKT YCJIOBCUYCCKOTO CYHICCTBOBAaHMs, BKIIIO4Yasi TOPTOBIIIO, (bI/IHaHCLI, KOMMYHUKAIUH,
MyTCHICCTBUA, 3APAaBOOXPAHCHUC U 06pa3013aH1/Ie. ﬂeﬁCTBHTeHLHO, HCCOMHEHHO, YTO YYUTECIA U BOCIIUTATCIIN HC3aMCHUMBI.
OnHAaKO TEXHOJOIMU HEeM30€XHO MPHUBEAYT K MHOTOYHMCICHHBIM H3MEHEHHMSM B POJIM y4uTeds W Haubosee 3(h(eKTHBHBIX
METOJIOB IIpenoAaBaHus. B 3ToM 0030pe OCHOBHOE BHUMaHHUE yjenseTcs oOlieil Teme MallMHHOro oOy4eHUs! B 00JacTH
obpazoBaHusl.

Kntouesvie cnosa: mawiunnoe obyuerue, oopazosamenbHoe NPOCHOIHOE MOOEIUPOSAHUe, Pe3yIbManmbl YUauuxcs, nepco-
HATU3UPOBAHHOE OOYUeHUe, ANeoPUMMUYECKUe NPUTOICEHUS, 00PA308aMeENbHbIE MEXHOI0SUY, AHATUMUKA 00YUeHUs, NPOSHO3-
HAs AHATUMUKA.
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